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Abstract Skin caneer is a spreading disease in oie western world. Early detectian and lroahnent are crucial far 
impronng the patient survival rate. Ln thk paper we presmt two algorithms for computer asslsted diagnosis af  
melanamas. The fust is the suppon veetor machines algorithm, a state-of-thr-art large -gin classifier, which has 
shom remarkable perfannanees on object recagnition and eategorization problems. Ex -od method relies on the 
robusrness and generalization p e r f o m c e  of a elass of kemel Gibbs dishibutions, spin glass-Markov random fields, 
which combines resulti of smtinical phyrics of spin glasser with Markov random field modeling via Mercer kernel 
functions. We compared the hvo approaches. In the snidy we present hcre, we med color histograms as feature 
representatians. We benchmarked our methodn with another algorithm presented in the Iitnahire. which user a 
sophisticaad segmentltion technique and geomeuical features especially designed far melanoma rwgnition. To ow 
loiowledge. this algorithm represene the siate of the art an skin lerians classification. In arder to obtain a fair 
comparisan we ured the very same b i n q  masks for the skm lesions imager as preprocessing. We shaw with ertensive 
experimenti that the suppan vector machines approach outperfoms the existing method and, an two c l a s s  out of 
three, it achiever perfonnanccs wmparable to those obtlhed by experi clinicians. 
Keywords: Melanoma Remgnitio~ Computer Assirted Diagnasis, Suppart Vecror Machines, Kemel Methodr. 

1. Introduciion 

Malignant melanoma is a significant public health prohlem. Its incidence is rising faster than thai of any other 
cancer in the US and in Europe [9, 41. At current rates, 1 in 74 Amencans will develop melanoma during his or her 
lifetime [9]. Management of melanoma is a complex issue requiring a multidisciplinary approach. The most effettive 
method of protection against the development of melanoma is minimization of ultraviolet exposure from sunlight. 
Early detection and treatment are critical and result in improved patient suwival rates. Surgical excision remains the 
mainstay of treatment [9]. In noithem Europe a deceleration in the incidence and mortality trends occurred recently 
in persons aged under 70, whereas in southem Europe hoth incidence and mortality rates are still increasing [4]. The 
most plausible explanations far the deceleration in these treods in recent years in northem Ewope are earlier 
detection and more frequent excision of pigmented lesions and a growing pyblic awareness of the dangers of 
excessive sunbathing [4]. 

The most used diagnostic technique is called Epiluminescence Microscopy (ELM). It is a non-invasive 
technique that allows far a detailed surface analysis of a swpicious skin lesion by using hand-held device emitting 
incident light from a light source penebaiing the epidemal skin layer. The ABCD (Asymmetry, Border, Color and 
Dimension) method represenrs a commonly used clinical guide for the diagnosis of early melanoma. This is a 
diagnostic technique based on simple obsewation of images by dematologists; as such, it depends heavily on the 
level of expertise ofthe physician. 

There is a growing awareness in the scientific community that one of the weakest links in the hiomedical 
interpretation process is the perception of details and the recognition of their meaning hy the dermatologists. An 
automatic system for melanoma recognition would constitute a valuable support for physicians in every day clinical 
practice. Such a system should reproduce the perceptual and cognitive strategy followed hy doctors, and should 
allow the dermatologist to trace each step of the process which led to a given diagnosis, so to leave space for 
exploring multiple interpretations. The last years have witnessed numerow research on this topic (for a more 
comprehensive discussion of the most significant literature we refer the reader tn section 2); a key factor far the 
development and evaluation of these systems is the availability of a statistically significant datahase. To our 
knowledge the state of the art in melanoma recognition was presented by H. Ganster et al. [SI. In that paper it was 
presented a large database, accompanied hy: (a) a segmentation algorithm far isolating the potential melanoma from 
the surrounding skin, determined by severa1 basic sepentation algorithms combiied together with a fusion sirategy 
[SI; (h) a set of features containing shape and radiometric features as well as local and glohal parameters, calculated 
to describe the malignancy of a lesion, from which significant features are selected by application of statistica1 



feature subset selection methods [5]; (C) a nearest neighbor classification aigorithm [SI. In that work the authors 
concentrated particularly on the segmentation techinque and the features selection process. Here we focus instead on 
the classification aigorithm, and we propose the use of kemel methods for classification of skin lesion images. 
Specifically, we focus our attention on two aigorithms: Support Vector Machines (SVM) [l l ]  and Spin Glass- 
Markov Random Fields (SG-MRF) [2]. SVM is a state-of-the-art large margin classifier, where the optimal 
separating surface is defined by a linear combiiation of scalar products between the view to be classified and some 
support vectors [IO, 1 l]. By introducing a Mercer kernel, a nonlinear SVM can be wnstructed replacing the scalar 
products in the linear SVM via the kemel function. SVMs have demon~trated~remarkable performance in object 
recognition and categorization [l21 and recently in biomedical imaging [13]. SG-MRF is a fully connected MRF 
which integrates results of statistical mechanics with Gibbs probability distiibutions via non linear kemel mapping 
[Z]. Numerous experiments have shown the robustness and categorization capabilities of this algorithm for object 
recognition [Z], its applicability for biomedical application [3], and its effectiyeness in using as input different 
feature types [Z]. The database on which we will nin our experiments is the same introduced by Ganster et al. [5]; 
our classification aigorithms use binary masks determined by the segmentation algorithm developed in [SI, and color 
histograms features. The choice of color histograms as feature types reproduces one of the criteria followed by 
dermatologists for diagnosis, and it is in contrast to tbe geometric feaiures used in [SI. We performed several series 
of experiments far selecting an optimal feature descriptor and we replicated the experimental setup used in [SI far a 
benchmark evaluation. Our results show that SVM obtains remarkably better performances than SG-MRF and 
Ganster's classification method. More important, on two classes out of three, SVM achieves recognition results 
comparable to those obtained by skilled clinicians. in summary the contributions of this paper are: 
1. The introduction of kemel methods for melanoma recognition, via hvo approaches: a probabilistic method, 
promising in biomedical images classifications, and a well known state-of-the-art classifier. Far this second 
algonthm particularly, we studied in depth the classification performances with different kernel types. 
2. The benchmark with a method presented in the literature [5 ] ,  on the same database and using the same 
segmentation masks, with a clear improvement of the experimentai results. We aduaily obtained an improvement of 
more than 20% with respect ta the results reported in [SI, which to the best of our knowledge represents the state of 
the art in this field. Furthennore our results are very stable and reliable because are obtained as mean value on 5 
different partitions (far more details on tbe experimental setup, we refer the reader to section 5). 

The rest of the paper is organized as follows: section 2 reviews the state of the art in computer-assisted 
melanoma recognition. Section 3 describes some basic knowledge on SG-MRF theory and section 4 briefly explains 
the SVM algorithm. Section 5 reports on the experiments performed. The papa concludes with a summary 
discussion and some possible directions far future research. 

2. Related Work 

Last years have seen an increasing interest in developing algorithms for melanoma classification. Grana et al. [6] 
provided mathematical descriptors for the border of pigmented skin lesion images and assessed their efficacy for 
distinciion among different lesion groups. They introduced new descripto~s such as Iesion slope and lesion slope 
regularity and define them mathematicaily, then they employed a new algorithm bwed on the Catmull Rom spline 
method and the computation of the gray-level gradient of points extracted by iijterpolation of normal direction on 
spline points [6]. The efficacy of these descriptors was tested on a data set of 510 pigmented skin lesions, composed 
by 85 melanomas and 425 nevi, by employing statistical methods far discrimination between the two populations [61. 
Grzymala-Busse et al.[q used discretization based on cluster anaiysis, LEMZ: algorithm for mle induction, and 
standard LERS classification scheme to check whether the ABCD formula is optjmal [7]. The data consisted in total 
of 276 cases of benign nevus, blue nevus, suspicious nevus, and maiignant melanoma [7]. Lefevre et al. [8] proposed 
a theory used in different fields such as data fusion, regression or classification: the Dempster-Shafer's theory, or 
evidence theory [8]. They applied the classification process on a training set of 81 lesions : 61 benign lesions (nevi) 
and 20 malignant lesions (melanoma) and a test set of 209 lesions : 191 nevi and 18 melanoma [SI. 

Ganster et al. [5] presented a system where as initial step the binary mask of the skin lesion was determined by 
several basic segmentation algorithms combined together with a fusion strategy [5]. The algorithms used to segment 
the lesion are: global thresholding, dynamic thresholding, and a 3-D color clustering concept [SI. A set of features 
was th- calculated to describe the malignancy of a lesion: global features (size and shape descnptors), color features 
and local features [SI. Significant features were then selected from this set by application of statistical feature subset 
selection methods [5]. The classification experiments were perfomed with a 24-NN classifier based on the derived 
features [5]. A notable feature of this work is the large dimension of the database. They had at their disposal overall 
5363 skin lesion images, categorized into three classes. The three classes are: clearly benign lesions, dysplastic 



lesions and malignant lesions [5]. The training set for the classifier was a sei of 270 lesions (90 images for each 
class). The test set was the entire database of 5363 lesions in three categones [5]. They obtained an overall 
recognition rate of 61% [SI. To the best of our knowledge, this is the biggest existing datahase on skin lesions, and 
these results constitutes the state of the art in the field. This is the database on which we will run our experiments, 
and the results with which we will compare our performance. 

3. Spin Glass - Markov Random Fields 

In this section we descnbe the probabilistic method which constitutes one of the kemel methods proposed here for 
classification. This technique was introduced first for 3D object recognition [2], and was then applied to 
microcalcification detection with promising results [3]. 

Consider n visual classes q, j = {l,  ... n), and a set of k obsewations {x: ... +:}, x E SI", random sampies from 

the underlying, unknown, probability distribution P(x) defined on W". Given an observationi , our goal is to classi@ 
2 as a sample from al. one of the visual classes. Using a Maximum A Postenpri (MAP) criterion we have: 

j = argmax P(Q,/2) = argrnax {P(%'Q,)P(Q;)} 

using Bayes mle, where P(X/S;)S are the Likelihocd Functions &FS) and P(QJ are the prior probabilities of the 
classes. Assuming that P ( q  are constant, the Bayes classifier simplifies to: 

J 

Spin Glass-Markov Random Fields (SG-MRFs) [2] are a new c las  of MRFs which connect SG-like energy 
fundions (rnainly the Hopfield one [l]) with Gibbs distributions via a non linear kemel mapping. The resulting 
model overcomes many difficulties related to the design of fully connected M w s ,  and enables to use the power of 
kemels in a probabilistic framework. The SG-MRF probability distribution is givdn by: 

with 

where the function K(x.5 1'') is a generalized Gaussian kemel [lo]: 

{x" t', , j E [l ,n] are a set of vectors selected (according to a chosen ansatz, [Z]) fiom the training data that we call 

prototypes. The number of prototypes per class must be finite, and they musi catiffy the condition: K(x',?')= 0, fm 
al1 i,k = 1, ... p,, i # j and j =O,.. .n (the interested reader can find a detailed disciission regarding the denvation and 
properties of SG-MRF in [2]). Thus using SG-MRF modelling, the Bayes classifi& (1) will become: 

4. Support Vector Machins 

In this section we bnefly describe SVM in the two class case. For further details and the extension to multiclass 
settings we refer the reader to [I l]. 

Consider the feamre vectorx E sN and its class label y E 1-1, +l).  Let (xl,yi) . (x2,yd. ... . ( x , , y d  denote a 
given set of m training examples. If we assume that the two classes are linearly separable, there exists a linear 
function f') = ww.x + b such that for each training example q, it yields .f(xJ > O for y, = +l and f(xiì < O for 
y,= -l. In other words training examples from the two different classes are separated by the hyperplane W %  + b = O. 
Having no prior knowledge about the data disuibution, the optimal hyperplane is the one which has maximum 
distance to the closest points in the training sei. Mathematically this hyperplane can be found by solving a 
constrained minimization problem using Lagrange multipliers a, (i = 1. ... , m ). It results in a classification function: 



where a, and b are found by using an SVC learning algorithm [I I]. It tums oul; that a small number of the a$ are 
different fiom zero; their corresponding data x; are called support vectors. 

SVM can be extended to nonlinear problems hy using a nonlinear operator m(.) to map the input feature vectors 
x; from the original !?lN into a higher dimensional feature space !H by x + @(x) E 31: Here the mapped data points 
of the two classes become linearly separable. Assuming there exists a kernel K associated with the inner 
product of the desired nonlinear mapping such thai K (xy) = @(x) . @(v), SVM can be obtained by 
replacing x .y by the kemel K (xy) in the decision function, obtaining then: 

ffx) = sgn (C:; ai y, K (xi , x )  + b) . , 

This corresponds to constructing an optimal separating hyperplane in the feature space. 
The kernel function plays a cenual role in non linear SVM. In this paper we consider four kernel types : 

1. Polynomial kemel ("poly") K(x,Y)=(Y * X  .yId 
2. Generalized Gaussian kernel ("gengauss") K ( x , y ) = e x p { - ~ * I  x ' - Y : I ~ }  
3. Gaussian kemel ("gauss") K ( X , Y ) = ~ X P { - Y * I X - Y I  1 
4. Chi-squared kernel ("chi") K ( ~ , Y )  = exp { -Y * x~(x,Y)}. 

l 

5. Experiments ! 

In this section we present experiments that show the effectiveness of kernel m l o d s  for melanoma recognition. To 
this purpose, in a prelirninary step, we ran a iirst series of experiments for feature selection. Then we used the 
selected features for an extemive set of classification experiments. In the resi of the section we describe the database 
used, the experimental setup and our experimental findings. 

Database: We performed our experiments on the database created by the L a r t m e n t  of Dermatology of the 
Vienna General Hospital [5]. The whole database comists of 5380 skin lesion images, divided into three classes: 
4277 of these lesions are classified as clearly benign lesions (class l), 1002 are clacsified as dysplastic lesions (class 
2) and 101 lesions are classified as malignant melanomas (class 3) l. The lesi 'ns of the classes 2 and 3 were al1 9 .  surgically excised and the ground truth was generated by means of histologiaal diagnosis [5]. In order to have 
statistically significant results, we ran experiments with 5 different partitions, then we calculated the mean and the 
standard deviation of the ohtained recognition rates. This procedure has been adopted for al1 the experiments which 
are reponed in this paper. Figure l shows an example of skin lesion images for each class. 

Experimental Setup: The three key components for an automated melanoma recognition algorithm are: 
segmentation. features extraction and classification. We describe below the genera1 approach followed in this paper 
for each ofthese steps: 

Segmentation: We used the segmentation method developed by Ganster et al. [5] on this database. It consists of 
a binary mask detennined by several segmentation algorithms combined together with a fusion strategy. This 
choice allows for a fair comparison between Ganster's technique and ours. 
Feature Extraetion: In the ABCD-mie of dennoscopy, the color distribution in the skin lesion is one of the 
discriminant features for clinica1 melanoma recognition, thus we used color histograms as features. 'ihe color 
histogram was computed by discretizing the colors within the image and c o y i n g  the number of pixels for each 
color. We performed several experiments for selecting the best features, namely using hue, rg, RG, RB and GB 
color histograms. The resolution of the bin axes was varied for each representation, consisting of 8, 16, 32, 64 
(for bidimensional histograms we chose the resolution of each axis with the same bin value). We found that the 
GB representation obtained the best results for al1 the bin values, t h k  we used it in al1 the following 
experiments. 
Classificatioo: We used SG-MRF and SVM algorithms (see section 3 and 4 respectively). For SG-MRF we 
leamed the kernel parameters during the training stage using a leave-one-oid;strategy [2]. For SVM we used the 
four kernel types described in section 4. The kemel parameters were chosen via cross validation. 

' These numbers are not perfectly coincident with thore reparted in [7], where the databaw is said tn be of 5363 images, but thir differnice 
should not affect the comparisan between the huo algorithms. 



Fig. l. Examples of images from database: (a) image of a benign lesion, (b) i i age  of a dysplastic lesion and (C) 
image of a malignant lesion. 

(a )  

Clessiiicstion Experiments: All the experiments were performed respecting the procedure reponed by Ganster 
et al. [5], thus the database was partitioned into 3 classes, for two of which it is recommended surgical removal. The 
training set consisted of 270 images (90 for each class); the test set consisted of the whole database [5]. Note that 
training and test set are not disjoint; once again we underline that this follows the procedure proposed in [5] which 
allows for benchmarking. We used the GB features and we ran experiments for 8, 16, 32 and 64 resolution of bins 
per axes, with 5 different partitions for training and test set, using SG-MRF and SVM with four different kernel 
types. Table 1 repons, for SG-MRF and SVM, the recognition rates for each class averaged on 5 partitions. We also 
report tbe average of the rewgnition rate obtained class by class ("Mean Class"), and the overall rewgnition rate 
("Overall"). For sake of clarity we also report tbe results obtained in [5]; note that these results were obtained on a 
single run. 

Table 1. Recognition results for the clarsification experiments on three classes of lesions obtained from Ganster et 
al. 151 and with SG-MRF and SVM methods with different kernels. We reaone the recomition rates for the three . . 
classe, the overall and the mean recognition rates. Results obtained with SG-MRF and SVM are mean values from 5 
different runs with their standard deviations. 

A fint comment is that SVM, with the Generalized Gaussian kernel, obtains the best result with respect to 
Ganster's method and SG-MRF. The overall recognition rate is of 80.2% to be compared with a 58% obtained by 
Ganster and 47.7% obtained by SG-MRF. SVM with this kernel type also performs better than the other two 
methods with respect to the mean recognition rate. This proves the effectiveness of this technique for melanoma 
recognition. A second comment is that SVM performance varies considerably as the overall rewgnition rate goes 
from a minimum of 59.9% for the chi-squared kemel to a maximum of 80.2% for generalized Gaussian kernel. It is 
also interesting to note that, for the overall recognition rate, the kernels which obtains the worst performances tend to 
have the highest standard deviations, while the kemel with the best performance has the smallest one. This illustrates 
the importante of doing kernel selection in the training phase; the low standard deviation of the SVM's best result 
also shows the stability of our findings. A final remark should be made on tbe p o r  performance of SG-MRF. This 
might be due to the dimension of the training set for each class; it might be possible that the probabilistic method 
needs a higher statistic in order to estimate properly the energy function. 

Table 2 reports the confusion matrix for SVM with generalized Gaussian kernel and the confusion matrices 
obtained by Ganster and the one obtained by dermatologists, both reported in [5]. We see that for class 1 and class 2 
SVM outperforms Ganster's method and is comparable with the dermatologists' performances. It is very interesting 
to note that, in contrast, SVM performs poorly on class 2, which corresponds to dysplastic laions. This might be 
explained considering that here we are using only color information, while Ganster used a selection of different 
features and dermatologists used the ABCD rule. It is thus possible that color information only is not discriminant 
enough in order to rewgnize correctly dysplastic lesions, while it seems to be effective for separating benign and 
malignant lesions. In the future we will explore this issue by testing different types of informations. 



Table 2. Confusion matrices for different classification methods: (a) Confusion matrix for the SVM results with the 
'gengauss" kernel. The number of images reported are mean value of the numher obtained from 5 different 
partitions; (b) Confusion matrix obtained with the Ganster's method [SI; (C) Confusion matrix obtained from clinical 
diagnosis, performed h r n  expert dermatologists of the Depariment of ~ermatology at the Vienna General Hospital 
151. 

6. Conclusions 

In this paper we proposed the use of kernel methods for melanoma recognition, with two approaches: SG-MRF and 
SVM. For this second algorithm particularly, we studied in depth the classification performances with different 
kemel types. The experiments showed that SVM, with the generalized Gaussian kernel, obtains an improvement of 
more than 20% with reqect to the results presented in 151, which to the best of oyr knowledge represents the state of 
the art of the field. Moreover, on two classes out of three, SVM achieves recoeition results comparable to those 
obtained by skilled clinicians. In the future we will conduct similar experiments with different descnptors, such ss 
gray-level textural features and shape descriptors, in order to test the effectiveness of different types of information 
and to eventually reproduce the ABCD method followed by the dermatologists inievery day clinical practice. 
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