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1. Introduction

In the past two decades there has been an explosion of new analytical techniques in which keV photons have been used. These techniques have been developed by scientists working in a variety of disciplines, and as a result there often exists seemingly confusing and conflicting literature to describe the same processes and techniques. Likewise, reports on the development of these techniques are scattered over tens if not hundreds of journals.

In particular, there are new points of view concerning the fundamental interactions, i.e., the photoelectric effect (PE), coherent scattering and incoherent scattering. The "traditional" treatments of these interactions employ simplistic approximations that should be regarded only as a starting point. These approximations are extremely wide spread, partly because of their classical nature, and partly because they are extremely simple to use. They work to some extent in certain energy and angle regions, but cannot explain all interactions. Therefore, it is imperative that the end users understand the approximations and their inherent limitations in order to avoid abusing them. To give an example, the approach that led to the Thomson and Klein-Nishina (KN) formulas assumes the interaction of an electromagnetic wave is with a free electron. It is easy to realize that atomic electrons are not free. The atomic form factor (AFF) and incoherent-scattering function (ISF) approach tacitly simply provide fudge factors to the Thomson and KN formulas. The AFF and ISF have the most important impact on the actual cross section. Frequently both the Thomson and KN cross sections are introduced without stressing the fact that they are strongly dependent on the polarization of the incident photons. The reason is that the polarized sources have often been rare. With the vast growth in the availability of sources of polarized X-rays, it is important to review and "update" the physics of polarized X-rays, which is now mostly of theoretical interest only. It is more logical to study the physics for unpolarized photons as a consequence of the physics for polarized photons.

The most famous and widely used X-ray technique is X-ray diffraction. This technique has long been studied and most of the details are readily available. Wavelength-dispersive (WD) X-ray fluorescence (XRF) is another traditional technique that will not be covered here. The "new" techniques developed in the past two decades, which will be discussed in this paper, include energy-dispersive (ED) XRF; photon-transmission method, which includes computed tomography (CT); and photon-scattering techniques, including Rayleigh to Compton ratios, Compton profile and scatter imaging.

The authors felt that a logical development of the review paper should start with a discussion of the fundamental interactions and some aspects of the progress achieved toward their knowledge (section 1). In section 2 non-imaging techniques will be discussed such as energy-dispersive XRF, scattering techniques, and Compton-profile techniques. In section 3 the progress in imaging techniques will be presented. There is a need to cover the basic interactions utilized in the non-imaging and imaging techniques, however the focus here is along the lines of the different technological approaches required for these two basic categories.

Summarizing the content of the paper, the theoretical background of photoelectric, coherent and Compton effects, with particular regard to polarized radiation, will be given in section 1. Some selected examples of how the general aspects of interaction of radiation with a specimen would help is given by X-ray fluorescence (XRF) and Compton-scattering techniques which will be described in section 2. In section 2.1, the angular distribution of secondary radiation will be depicted in many cases of practical interest. Further, the energy-dispersive X-ray fluorescence is described in detail in section 2.2. In section 2.3 the Compton-scattering techniques are described, and several examples of applications are given, with particular reference to the ratio of coherent to Compton radiation, which is independent of the geometry. Several aspects of secondary radiation emitted by an irradiated sample are considered. No practical applications of XRF are given, because the technique is very well known.

In section 3, imaging techniques are described, in connection with the process of penetrating matter in a specimen by an incident beam of radiation (transmission tomography), or with the process of coherent Compton radiation. In the latter case, the secondary (scattered) radiation is in general collected at 90°, with respect to the incident beam. Finally, new possibilities of tomographic methods are described which refer to the use of two monochromatic beams, which energy-bracket the energy of the photoelectric discontinuity of an element to be excited (differential tomography), or to the spatial analysis of secondary fluorescent radiation (XRF tomography).

1.1. The photoelectric effect

The photoelectric effect is a two-step event in which (i) an electron from a inner shell (K, L, M, ...) is removed and (ii) an X-ray or an Auger electron (depending on the fluorescence yield) is emitted. The more loosely bound electrons receive lower-energy radiation in order to eject them. As the exciting radiation energy is increased, we pass through jumps in the cross section known as absorption edges. These absorption edges result from an electron in a different orbital becoming available for PE absorption. The probability for electron-vacancy production in a particular orbital is greatest for photon energies immediately above the orbital's threshold for the ejection of the bound electron. The probability decreases as the excitation energy increases. When one wishes to analyze a wide range of elements using a single-energy photon source. After the electron is ejected, the irradiated atoms will emit X-rays resulting from the decay of the excited states. Each element has a characteristic set of X-rays, the energy of which determines its identification. A sample containing several elements will emit as many X-rays of characteristic energies as there are elements. The intensity of these X-rays is approximately proportional to the elemental composition of the sample itself. The photoelectric effect is, therefore, the basic effect for the X-ray fluorescence analysis.

Each element deexcites with the emission of K and L X-rays with a constant intensity ratio. Kα-rays result from the transition of an electron from the L-shell to the K-shell; Lα-rays result from the transition from the M-shell to the K-shell. In a similar manner, when an electron of the L-shell is removed, the atom deexcites by emitting Lβ, Lγ, and L X-rays (transitions from the shells M, N, and O). The subscripts α, β, γ further refer to the subshells of the M, N, O electronic shells.

1.2. Scattering of keV photons by a single electron

The most "common" models for the scattering of X-rays by atoms start with the assumption that the atomic cross sections can be calculated by multiplying the free-electron cross sections with a correction, which is equal to the number of electrons in an atom that is free to scatter either coherently or incoherently. The correction for the Rayleigh (coherent) scattering cross section is known as the atomic form factor and the simplest correction for the atomic Compton (incoherent) scattering cross section is known as the incoherent-scattering function. All of the atomic corrections are included in these two corrections but the matrix effects, such as diffraction, must be accounted for separately. The atomic Compton scattering is further complicated with an energy distribution, which contains information on the matrix. Therefore, the scattering of X-rays by free electrons will be reviewed first, followed by a review of the scattering by bound electrons.
X-rays and gamma rays are electromagnetic radiation and as such have electric field, or polarization, vectors $\mathbf{e}$ associated with them. These vectors are normal to the propagation vectors $\mathbf{k}$ (Fig. 1a). The propagation vectors have the direction of propagation, and depend on the photon energy $E$: $\mathbf{k} = \frac{E}{c} \mathbf{e} - \frac{h}{c} \mathbf{A} - \frac{h}{c} \mathbf{c}$ (where $\lambda$ is the wavelength and $\nu$ the frequency). Since the vectors $\mathbf{e}$ are normal to the vectors $\mathbf{k}$, the vectors $\mathbf{k}$ act as an axis about which the vectors $\mathbf{e}$ are oriented. There is an infinite set of directions about $\mathbf{k}$ that the $\mathbf{e}$ vectors can assume.

If a beam of photons has a net orientation of the $\mathbf{e}$ vectors, then the beam is said to be polarized. If the orientation can be described as a linear superposition of $\mathbf{e}$ vectors, the beam is said to be linearly polarized (Fig. 1a). Linear polarization requires the absence of variation in the net $\mathbf{e}$ vector projections as a function of time or space. If there is no net polarization of the beam, it is said to be unpolarized. Unpolarized radiation requires that there are equal projections of the $\mathbf{e}$ vectors on any two arbitrary perpendicular planes (Fig. 1b). This concept is important since we have now established that the physics for unpolarized radiation and the mathematical development can always start with the discussion of polarized radiation. For most sources of X-rays, the assumption of linear polarization is valid.

In order to start our discussion, we need to assume the electron is not only free, or quasifree, but is also at rest. We can now present two simple models: (1) the Thomson scattering which is a coherent dipole interaction, meaning no loss of photon energy or change of phase, and (2) the Compton scattering which is an incoherent elastic event in which a fraction of the photon energy is imparted to the electron. This is a source of confusion since the atomic Compton scattering (by a bound electron) is an inelastic event as for as the atom is concerned, even though the kinematics is derived for an elastic process, which is inherent to the quasifree assumption. Since there is no energy transfer in the incoherent scattering process, there are no effects from the relative motion of the electrons, in contrast to the case of atomic Compton scattering.

The incoherent scattering of X-rays by a quasifree electron can be derived with conservation of momentum and energy. However, because of the “mass differences”, the electron can never accept all of the energy of the photon, so the photon can never be absorbed by a free electron. This is why there is no free electron equivalent to the photoelectric effect.

1.2.1. The Thomson cross section

First we will introduce the Thomson cross section which can be understood as a dipole interaction of a polarized electromagnetic wave with a stationary free electron. The interaction can be seen as the elastic scattering of a photon by a free electron, but not by an electron at rest. A beam of X-rays with a given polarization state can be defined as the state of polarization before the scattering event. In the case of an X-ray beam, the angle between the propagation vectors of the incident and scattered photons is $\theta = \mathbf{k} \cdot \mathbf{k}'$.

The probability of scattering is given by the differential cross section $d\sigma/d\Omega$.

$$d\sigma/d\Omega = r_e^2 \cos^2 \alpha = r_e^2 \cos^2 \theta$$

where $r_e$ is the classical electron radius. It is difficult to visualize the scattering geometry as a function of the angle $\theta$, but it is relatively easy to visualize it as a function of the scattering angle $\phi$. The scattering angle is the angle between the propagation vectors of the scattered and incident photons $\cos \theta = \mathbf{k} \cdot \mathbf{k}'$.

If we want to express the cross section as a function of $\phi$, we start by considering the case of an X-ray beam 100% polarized. The probability of scattering in such a way that the $\mathbf{e}$ vectors are found in a plane perpendicular to $\mathbf{e}_0$ (Fig. 2a) is

$$d\sigma/d\Omega_{\perp} = r_e^2 \cos^2 \phi$$

and this scattering is isotropic in this plane.

If the scattering plane coincides with the plane of the polarization, the cross section becomes (Fig. 2b)

$$d\sigma/d\Omega_{\parallel} = r_e^2 \cos^2 \theta$$

Finally, if the X-ray beam is unpolarized, there is an equal probability of any incident $\mathbf{e}_0$ orientation and the probability of scatter is half the sum of (2) and (3) (Fig. 2c),

$$d\sigma/d\Omega_{\text{tot}} = \frac{1}{2} r_e^2 (1 + \cos^2 \theta)$$

1.2.2. The degree of polarization

Now that we have seen the effects that polarization has on the scattering of X-rays, we need to introduce the definition of degree of polarization noting that we restrict the discussion throughout this paper to the problem of linearly polarized X-rays. It is reasonable to define two perpendicular planes, one parallel to $\mathbf{e}_0$ (where the parallel plane) and the other perpendicular to $\mathbf{e}_0$. The fraction of projections onto this parallel plane is defined as $P$ and the fraction of projections onto the perpendicular plane is defined as $P'$. For linearly polarized photons the cross section is then

$$d\sigma/d\Omega = P d\sigma/d\Omega_{\parallel} + P' d\sigma/d\Omega_{\perp}$$

The degree of polarization is usually defined as

$$P = (P_1 - P_2) / (P_1 + P_2)$$

$P$ is 1 if the photons are 100% polarized and the observation is in the plane of polarization. $P$ is 0 for unpolarized X-rays, and is -1 if the observation is in the perpendicular plane.
electron, the photon changes phase, and the electron gains kinetic energy; this is the main difference with coherent scattering. Hence the interaction cannot be completely dipole in nature, and we will lose some of the polarization information, as compared to coherent scattering. The Klein-Nishina formula for the scattering of an individual photon can be written as

$$\frac{d\sigma}{d\Omega}_{\text{KN}} = \frac{1}{4\pi} \left( \frac{K/K_0}{K_0 + K} \right) (K/K_0 + K - 2 \cdot 4 \cos^2 \theta) .$$  \hfill (7)

$$K/K_0 = \left[ 1 + \gamma (1 - \cos \theta) \right]^{-1}, \quad \gamma = E_0/m_e c^2 .$$  \hfill (8)

As in Thomson scattering, the $\cos^2 \theta$ term contains all of the polarization information whereas the term $K/K_0 + K_0/K - 2$ accounts for part of the scattered radiation being unpolarized. Hence it is sometimes referred to as the "depolarization term". With the exception of the contributions from the depolarization terms, the angular distribution is similar to that of Thomson scattering. In general, the depolarization terms are small, but they can dominate when highly polarized photons are scattered into 90°.

In the low energy limit $K/K_0 \to 1$, the Klein-Nishina cross section is equal in magnitude to the Thomson cross section. Since the energy of the photon is proportional to the magnitude of the propagation vector, $k$, the ratio of the energy of the Compton-scattered photon, $K$, to the incident energy, $K_0$, is the same as $K/K_0$. The Klein-Nishina formula for perpendicular polarization radiation [equivalent to eq. (2)] is (fig. 3a)

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{perp}} = \frac{1}{4\pi} K(K/K_0)^2 (K/K_0 + K/2) .$$  \hfill (9)

and the Klein-Nishina formula for parallel polarization radiation [equivalent to eq. (3)] is (fig. 3b)

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{par}} = \frac{1}{4\pi} K(K/K_0)^2 (K/K_0 + K - 2 \cdot 4 \cos^2 \theta) .$$  \hfill (10)

The Klein-Nishina formula for unpolarized radiation [equivalent to eq. (4)] is (fig. 3c)

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{unp}} = \frac{1}{4\pi} K(K/K_0)^2 (K/K_0 + K \sin^2 \theta) .$$  \hfill (11)

1.3. Scattering of keV photons by bound electrons

1.3.1. Rayleigh scattering

Rayleigh scattering is the coherent interaction of photons with bound electrons. Even though there are other components to the total coherent scattering, such as nuclear, Thomson, Debye, and coherent nuclear scattering, Rayleigh scattering is the only significant coherent event for keV photons. As depicted in the Thomson scattering, the energy and phase of the scattered photon is the same as of the incident photon.

Many different theoretical approaches have been presented in the past few years to describe Rayleigh scattering [2–5]. The most commonly used and simplest approach is to consider the coherent scattering as a modification, with an atomic form factor $P(q, Z)$, of the Thomson cross section.

$$\frac{d\sigma}{d\Omega} = P(q, Z) \left( \frac{d\sigma}{d\Omega} \right)_{\text{Th}} , \quad q = (\sin \theta)/\lambda .$$  \hfill (12)

1.2.2. The Klein-Nishina cross section

As the basis for incoherent scattering we will introduce the Klein-Nishina cross section. This cross section was derived assuming: (1) the electrons are quasifree (conservation of energy and momentum), hence neglecting binding effects of the electron; (2) the electrons are at rest; and (3) the X-rays are linearly polarized [1]. In incoherent scattering an X-ray photon imparts some of its energy to the
over all orbitals,
\[ F(q, Z) = \frac{4\pi}{q^2} \int_0^1 r^2 \rho(r, Z) \frac{\sin(qr)}{qr} dr. \]

These calculations usually assume a free atom (or ion) \([6, 7]\) with a spherically symmetric electron charge distribution and hence include no chemical or matrix effects.

The magnitude of the form factor when \(q = 0\) is equal to \(\frac{\pi}{2}\). It is then a monotonically decreasing function to 0 as \(q \to \infty\). Therefore, Rayleigh scattering is strongly peaked forward. The experimental results available are usually in good agreement with the theoretical predictions except for elements with high \(Z\) where the discrepancies are sometimes large. It should be pointed out that, as the momentum transfer increases, the form factors rapidly become small. The relative magnitude of this decrease, specially for low-Z elements (i.e., \(Z < 6\)), is strongly dependent on \(Z\) \([8]\). This behaviour makes coherent scattering attractive for applications, because of the sensitivity to the effective \(Z\) of the sample. Unfortunately, it should be stressed that this dependence happens only when the cross section is greatly reduced.

Since \(F(q, Z)\) has been defined as a single-parameter function, it cannot predict problems associated with absorption edges, known as anomalous scattering. Around the absorption edges the cross section rapidly varies with energy. One method to account for the absorption edges is to replace \(F(q, Z)\) with
\[ f(q, Z) = f(q, Z') + f', \]

where \(q\) is the momentum transfer. Due to the simplicity of this approach, a tremendous effort has been centered on methods for calculating \(f(q, Z')\). One method to calculate \(f(q, Z)\) is to use the total charge density \(\rho(r, Z)\) of the atom calculated from Hartree–Fock \([6, 7]\) wave functions having assumed

**Fig. 3.** (a) Klein–Nishina differential cross section for unpolarized scattered electrons. (b) Klein–Nishina differential cross section for unpolarized scattered photons. (c) Klein–Nishina differential cross section for unpolarized scattered electrons. (d), (e), (f) were calculated for 30, 60, 200 keV photons.
Compton cross section is $2(\ln d\sigma/d\Omega)_{\text{Com}}$. The simplest approximation to the atomic Compton scattering cross section is the incoherent-scattering function approximation:

$$d(\sigma/d\Omega)_{\text{Com}} = S(q, Z) d(\sigma/d\Omega)_{\text{coh}}.$$  \hspace{1cm} (15)

The term $S(q, Z)$ is the incoherent-scattering function that is equivalent to $F(q, Z)$ for Rayleigh scattering. In the Rayleigh cross section $F(q, Z)$ is squared due to the coherence of the scattering. Like $F(q, Z)$, the magnitude of $S(q, Z)$ ranges from 0 to 1, but to a first-order approximation, they are complementary (or competing) functions.

$$S(q, Z) + F(q, Z) = 1.$$  \hspace{1cm} (16)

Therefore, $S = 0$ when $q = 0$ and $S = Z$ as $q \to \infty$. Like tables for the atomic form factors, tables of incoherent-scattering functions have been generated and are readily available in the literature [18-20]. The incoherent-scattering function approximation is certainly the simplest and most widely used method of calculating differential scattering cross sections, however, numerous other approximations to the atomic Compton cross sections are available [21, 22].

There are two effects that cannot be predicted with this approach: (i) the energy distribution of the scattered photons, which results from the momentum distribution of the bound electrons, and (ii) the anisotropy of the incoherent scattering. The energy distribution of the atomic Compton spectrum is characterized by two coexisting factors: the first is the shift of the atomic Compton spectrum towards a lower energy (eq. 5) at larger scattering angles, and the second is the broadening of the photon spectrum due to the momentum distribution of the electrons (known as the Compton profile) in the target. In order to calculate this energy spread, we must use a double differential cross section such as the impulse approximation [23-25]:

$$d\sigma/d\Omega dE' = \frac{1}{4\pi} \frac{1}{Z^2} \frac{1}{E^2 + E'^2 - 2E'E \cos \theta} \left( 1 + \frac{E'}{E_0} \right)^2 \left( \frac{E'}{E_0} \right)^{1/2} I(p_z, Z).$$  \hspace{1cm} (17)

$E$ is the mean photon energy, and $E'$ is the incremental energy about $E$. The term $I(p_z, Z)$ is the Compton profile and is the component of the momentum along the direction of the incident beam. Tables of Compton profiles (momentum distribution) have been generated from Hartree-Fock and relativistic Dirac-Hartree-Fock functions from the momentum distribution, $\rho(p)$, for the electrons from all orbitals of all atoms [26]. These calculations assume that the distribution does not depend on the direction of observation,

$$I(p_z, Z) = 2\pi \int \rho(p_x, p_y, p_z) dp_z.$$  \hspace{1cm} (18)

The relation between $p_z$ and the incremental energy $E'$ is

$$p_z = \frac{1}{2\pi} \left[ E' - E \sin \theta \right] - m_e c (E - E') \left( E^2 + E'^2 - 2EE' \cos \theta \right)^{-1/2}. \hspace{1cm} (19)

As before the impulse approximation is not the only method for calculating the double differential scattering cross section [27-29], but is the simplest.

1.3.3 Summary of differential cross sections

(a) The low energy limit of the Klein-Nishina cross section is the Thomson cross section. (b) The atomic form factors and the incoherent-scattering functions are defined as the ratio of Rayleigh and atomic Compton scattering cross sections to the Thomson and Klein-Nishina cross sections, respectively. It is then claimed that $F(q, Z)$ and $S(q, Z)$ can be calculated from atomic wave functions. (c) The total number of electrons available for a scattering event is fixed (equal to $Z$ per atom) and in this sense the coherent and incoherent interactions are competing events. (d) When the energy and momentum transfer is too small to move an electron, the scattering can only be coherent. (e) The Rayleigh scattering is strongly peaked forward (small $q$) and the atomic Compton scattering is dominant in the backward directions (large $q$). In fact, the atomic Compton cross section is zero at $0^\circ$ (see also figs. 4-14).
The atomic form factor and incoherent-scattering function approximation to the calculation of differential cross sections has the merit of simplicity, but care must be exercised to ensure validity in certain energy and angle ranges [18, 49, 47]. It assumes that, for a given element, the correction is dependent only on a single parameter, $q$, the momentum transfer between the photon and the target electron. Problems of accuracy in specific ranges of $q$ may not be obvious from the tables of total cross sections and transmission coefficients since in those tables the coefficients are integrated over all angles.

1.3.4. Angular distribution of secondary radiation

Peaks from the photoelectric effect and from coherent and incoherent scattering are in general visible at all angles around the sample, with an intensity which is proportional to the differential cross
1.3.5. Total cross sections

The total scattering cross sections, which are used to generate tables of attenuation coefficients of photon beams, are calculated by integrating the differential cross section over all angles,

$$\sigma = \int \frac{d\sigma}{d\Omega} d\Omega.$$

Since the differential cross sections are strongly dependent on angle, only in specific energy regions can we make the assumption of integrating the Thomson or Klein-Nishina cross section over all angles and then multiplying it by an effective form factor or effective incoherent-scattering factor. Therefore, the values of total cross sections are usually calculated with numerical integrations over \(4\pi\) \([18, 45]\). For the calculation of the Rayleigh cross section, the atomic form factors have been fitted to nine-parameter exponentials \([6, 7]\). These were used to generate the coherent scattering cross sections in the McMaster tables \([45]\). However, it has been shown that with the nine-parameter function the total cross section can be integrated analytically \([20]\).

![Diagram](image_url)

Fig. 9. The differential cross section for coherent (dotted line) and Compton scattering of unpolarized radiation in a silver foil at \(k_0 = 20\, \text{keV}^{-1}\).
1.2.6. Integration of cross sections over detector solid angle

The angular dependence of the scattering cross sections is complicated since both the Thomson and Klein-Nishina and the scattering factors exhibit angular dependence. The angular dependence becomes more pronounced as the beam of X-rays becomes polarized. If the observation of scattering is made in the plane of polarization of a highly polarized beam of X-rays, the cross section for scattering into a detector solid angle of dΩ₀ cannot be approximated as

\[ \sigma_0 = C(\sigma_1 e^{-\Delta}) d\Omega_0, \quad (20) \]

where C is a representative value for either \( \sigma_1 \) or \( \sigma_2 \). Therefore, considerable effort has been put in the past few years into integrating eqs. (12) and (14) over the solid angle of a circular detector without resorting to Monte Carlo methods [30-32, 54, 55].

The efforts to integrate the cross sections can be summed up in two equations. The integrated cross section for Rayleigh scattering is [54]

\[ \sigma_0^{\text{R}} = \pi r_0^2 |F(q, Z)|^2 \left[ 1 - \frac{1}{2} \left( \cos θ_0 - \cos t \right) \right], \quad (21a) \]

and for the atomic Compton scattering [54]

\[ \sigma_0^{\text{C}} = A + B, \quad \begin{aligned} \sigma_0^{\text{C}} &= \pi r_0^2 |F(q, Z)|^2 \left( 1 + \frac{1}{2} K/K_0 \right)^2 \left( K + K_0 / K - 2 \right), \\ A &= \pi r_0^2 |F(q, Z)|^2 \left( 1 + \frac{1}{2} K + K_0 / K - 2 \right), \\ B &= \pi r_0^2 |F(q, Z)|^2 \left( 1 + \frac{1}{2} K + K_0 / K - 2 \right). \end{aligned} \quad (21b) \]

The functions \( F(q, Z) \), \( S(q, Z) \) and \( K/K_0 \) are all evaluated at the nominal scattering angle \( θ \). The parameter, \( t \), is the detector aperture aspect ratio: \( t = \text{arcsec}(r)/R \), where \( r \) is the aperture radius and \( R \) is the distance from the point of scatter to the aperture. The value of \( H \) is determined from the position of the detector with respect to both the propagation cos \( θ \) and the polarization of the X-rays [54].

Equations (21a) and (21b) require the assumptions: (i) the atomic form factor and incoherent-scattering function approximations are valid; (ii) the radiation is linearly polarized (which includes the case of unpolarized radiation); (iii) the detector aperture is small enough that \( F(q, Z) \), \( S(q, Z) \) and \( K/K_0 \) are independent of \( θ \) over \( D_0 \).

1.4. Absorption and attenuation of keV photons

When a beam of monoenergetic photons with energy \( E_0 \) and photon flux density (number of photons per unit area and time) \( N_0 \) crosses a homogeneous absorber of thickness \( x \), the emerging photon flux density \( N \) is given by

\[ N = N_0 e^{-\mu(x)} \left( \mu(x) E_0 \right), \quad (22a) \]

where \( \mu \) (cm\(^{-1}\)) is the linear attenuation coefficient for material of physical density \( \rho \) (g/cm\(^3\)) and atomic number \( Z \). Implied in eq. (22a) that \( x \) is "thin" enough so that multiple interactions are not probable.

For energy values greater than about 10 keV, when molecular binding energies are small, it is a
reasonable approximation to assume that $\mu$ is directly proportional to the physical density and write

$$N = N_0 \exp[-\mu(Z, E)/\mu] \mu \rho.$$

(22b)

where $\mu(Z, E)/\mu$ is the mass attenuation coefficient (in cm$^2$/g). The quantity $\mu/\rho$ is related to the probability (or cross section) that radiation will interact with matter in some manner. Each interaction is assumed to "remove" a photon from the beam even though a scattering event does not absorb the photon. This probability may be thought of as a measure of the area of the atom subject to the radiation interaction mode in question.

The attenuation coefficient gives a measure of the total absorption of the radiation which passes through any material, regardless of the interaction mode. Since there are three primary interaction modes, photoelectric (ph), Compton (C) and coherent (coh), $\mu/\rho$ can be written as

$$\mu/\rho = (\mu/\rho)_{\text{ph}} + (\mu/\rho)_{\text{C}} + (\mu/\rho)_{\text{coh}}.$$

(22c)

The contribution of three effects, separately, as a function of energy, for lead ($Z = 82$) and soft tissue ($Z = 7.5$) are shown in fig. 14. The photoelectric absorption edges for lead (L- and K-absorption edges) are also shown. One of the most widely used tabulations of $\mu/\rho$ are the McMaster tables [45].

2. Analytical applications

2.1. Introduction

As was discussed in section 1, when a specimen is irradiated by photons, part of the radiation is absorbed through the photoelectric effect, part of it is coherently or incoherently scattered and part of it traverses the sample without interacting. When detectors are placed at various angles around the irradiated sample, photons can be collected and analyzed due to the various interacting processes. The energy and intensity of the various photon peaks will reflect the single process and its different cross sections (fig. 15). Useful analytical information about the specimen can be therefore deduced directly through the characteristic X-rays emitted by the elements constituting the specimen. Analytical information can also be indirectly deduced through the energy (for Compton effect) and/or intensity of scattered radiation.

For a monochromatic beam of photons, the spectrum will contain: (a) only a peak of energy $E_1$ and intensity $I_1$ in the transmission mode; (b) a peak of energy $E_2$ due to elastic scattering by the sample; (c) a peak of energy $E_3$ due to atomic Compton scattering by the sample; (d) peaks of various energies due to the photoelectric effect, which are characteristic of elements in the sample.

Figure 15 shows a typical spectrum, containing peaks of the type $b$, $c$ and $d$, obtained by irradiating a silver foil with 30 keV photons and collecting the spectrum at 150° [57]. The detected spectrum is complicated by two effects: (1) the preferential removal of photons from a specific spectral region due to the absorption in the sample (self-absorption); (2) the generation of secondary radiation due to multiple interaction. These multiple interactions may be due to multiple scattering, multiple photoelectric interaction or mixture of scattering/photodetector interactions. The self-absorption is treated in section 2.2 in relation to XRF techniques whereas multiple interactions are reviewed within the present section.
Fig. 16. Typical spectrum obtained by irradiating a silver foil with 60 keV photons and detecting the scattered photons in lead. The Ag Kα peak and the Compton (66.5 keV) and elastic scattered peak (60.4 keV) are shown (from Cronen [57]).

The system has an energy resolution, which determines how close two peaks can lie and still be distinguished. For most X-ray spectra this resolution is dominated by the detector. The atomic Compton distribution is further complicated by the fact that it is inherently broad. The energy broadening is determined by several factors: (a) geometry-dependent factor; (b) momentum distribution of the electrons in the scatterer; (c) multiple-interaction processes.

(a) Geometry-dependent factor. The relation between primary energy \( E_p \) and Compton-scattered photon energies \( E'_\gamma \), is dependent on both the incident energy and angle \( \theta \),

\[
E'_\gamma = E_p \left[ 1 + \gamma (1 - \cos \theta) \right]^{-1},
\]

in which \( \gamma = E_p/m_0 c^2 \). Figure 17 illustrates the relationship between \( E_p \) and \( E'_\gamma \). The range of accepted scattering angles \( \Delta \theta = \theta_{max} - \theta_{min} \) gives rise to a "geometrical" energy broadening of the scattered peak. One approximation for \( \Delta G \) is

\[
\Delta G = E_p \left[ 1 + \gamma (1 - \cos \theta_{max}) \right]^{-1} - E_p \left[ 1 + \gamma (1 - \cos \theta_{min}) \right]^{-1}.
\]

The energy broadening is determined by both \( \Delta \theta \) and the primary photon energy \( E_p \). Figures 18a, b, c show \( \Delta G \) for \( \Delta \theta = 10^\circ, 20^\circ, 30^\circ, 40^\circ, 50^\circ \) and \( 60^\circ \) assuming \( \theta_{min} \) and \( \theta_{max} \) to be symmetrically distributed around \( \theta = 45^\circ \).

(b) Momentum distribution of the electrons in the scatterer. If the momentum distribution of the electrons in the scatterer was the only factor degrading the energy resolution, the FWHM of the pulse height distribution \( \Delta C \) would be

\[
\Delta C = \mathcal{H}(p, Z),
\]

where \( p \) has been defined in section 1.3 and \( \mathcal{H}(p, Z) \) is known as the "Compton profile". It can be determined from the distribution if the other factors can be assumed to be constant. From tables of \( \mathcal{H}(p, Z) \) (see for example ref. [29]), the Compton profile can be calculated. The effects of the Compton profile have been studied in several materials by Marschjan [58] using the cited \( \mathcal{H}(p, Z) \) tables.
Figure 19a shows the FWHM value of the Compton broadening $\Delta C$ for a scattering angle $\theta \sim 90^\circ$ and for beryllium, aluminum, polyethylene, and air, as a function of primary photon energy $E_0$.

A detailed analysis of the Compton profile from a practical point of view has been carried out by Gotti et al. [59] in order to study the possibility of correlating by means of a new tomographic device, the chemical properties of a region of tissue inside the human body, with the profile of the Compton peak. Compton profiles have been calculated by the authors for atomic hydrogen, carbon, and sodium (fig. 19b). They show large differences in the shapes of the Compton profiles which is the basis of the analysis. As is shown in fig. 19c, the Compton profile is sensitive to the state of valence electron, so, different molecules will exhibit different profiles.
2.2. X-ray fluorescence analysis

This section is based on ref. [66]. As mentioned in section 2, when a sample is irradiated with X-rays of proper energy and intensity, secondary characteristic X-rays are emitted by the sample. The characteristic energies of these X-rays allow for the identification of elements in the sample. The intensity values are in some way proportional to the elemental concentration. In the X-ray spectrum are also present X-rays elastically and inelastically scattered by the sample. In particular, we will consider the following incident monochromatic radiation entering the sample normal to the surface and emitted radiation composed of elastically scattered X-rays, Compton-scattered X-rays and characteristic X-rays, also leaving the specimen normal to the surface (fig. 20).

The fluorescent flux from an element \(a\) in a layer of mass per unit area \(\rho \Delta x (\text{g/cm}^2)\) at a depth

\[\mu x (\text{g/cm}^2)\] is

\[\Delta N_a = N_a K_{\alpha \beta} \rho \mu_a (E_0) \left(1 - \frac{1}{2} \frac{1}{\mu_a (E_0)} \exp \left[-\mu_a (E_0) \mu_a (E_0) \rho \mu_a (E_0) \rho \mu_a (E_0) \right] \right),\]

where the parameters of the above equation have the significance and the dimensions listed in table 1. Integrating for a specimen of mass per unit area, \(m = \rho x (\text{g/cm}^2)\),

\[N_a = N_a K_{\alpha \beta} \rho \mu_a (E_0) \left(1 - \frac{1}{2} \frac{1}{\mu_a (E_0)} \exp \left[-\mu_a (E_0) \mu_a (E_0) \rho \mu_a (E_0) \rho \mu_a (E_0) \right] \right),\]

Table 1:

| \(N_a\) (photons/cm\(^2\)s) | Fluorescent photon density (number of photons per unit area and time) of X-rays of element a. |
| \(N_b\) (photons/cm\(^2\)s) | Incident photon flux. |
| \(\rho\) (g/cm\(^2\)) | Density of the sample. |
| \(\mu (\text{g/cm}^2)\) | Absorption coefficient of the sample at energy \(E\). |
| \(\mu_a (E)\) (cm\(^2\)/mg) | Photoelectric absorption coefficient of element a at incident energy \(E\). |
| \(\mu_b (E)\) (cm\(^2\)/mg) | Absorption coefficient of the sample for incoherent scattering. |
The corresponding equation for the coherent scattered radiation is

$$ N_{co} = \frac{N_E \mu_{coh}}{\mu(E_c)} \left[ 1 - \exp \left( -\frac{1}{2} \mu(E_c) m \right) \right]. \tag{28a} $$

The incoherent back-scattered flux is

$$ N_b = \frac{N_E \mu_{b}}{\mu(E_c)} \left[ 1 - \exp \left( -\frac{1}{2} \mu(E_c) m \right) \right]. \tag{28a} $$

It is very useful to consider two extreme cases for the sample thickness.

2.2.1. Infinitely thick samples

This is the most general case, when liquids, alloys, minerals and so on are analyzed, with a thickness larger than a few tenths of a mm. For infinitely thick samples, the thickness of the sample is larger than the range for the secondary radiation. The following equation should be satisfied:

$$ [\mu(E_b) + \mu(E_c)] m \ll 1. \tag{29} $$

In this hypothesis, eqs. (26a), (27a) and (28a) can be written in the form

$$ N_i = \frac{N_E \mu_{coh}}{\mu(E_c)} \left[ 1 - \frac{1}{2} \mu(E_c) m \right], \tag{26a} $$

$$ N_{coh} = \frac{N_E \mu_{coh}}{2 \mu(E_c)}, \tag{27a} $$

$$ N_b = \frac{N_E \mu_{b}}{\mu(E_c)} \left[ 1 - \frac{1}{2} \mu(E_c) m \right]. \tag{28a} $$

In the approximation $F_{coh} = F_{coh}$, the total flux of scattered radiation is given by

$$ N_i = \frac{N_E \mu_{coh}}{2 \mu(E_c)} \left[ 1 - \mu(E_c) m \right], \tag{30a} $$

when $\mu_{coh} = \mu_{coh} + \mu_b$.

2.2.2. Infinitely thin samples

A thin sample is obtained, for example, by depositing and drying liquids on thin filters, by vacuum deposition, by applying paints, thin sections of biological tissues, and so on. For infinitely thin samples, the attenuation of incident and emitted radiation should be negligible. Therefore, the following condition should be satisfied:

$$ [\mu(E_b) + \mu(E_c)] m \ll 1. \tag{31} $$

In this hypothesis, eqs. (26a), (27a) and (28a) can be written in the form

$$ N_i = \frac{N_E \mu_{coh}}{\mu(E_c)} \left[ 1 - \frac{1}{2} \mu(E_c) m \right], \tag{26a} $$

$$ N_{coh} = \frac{N_E \mu_{coh}}{2 \mu(E_c)} \tag{27a} $$

$$ N_b = \frac{N_E \mu_{b}}{\mu(E_c)} \left[ 1 - \frac{1}{2} \mu(E_c) m \right]. \tag{28a} $$

Equations (26a), (27a) and (28a) for back-scattered radiation (detector at 180° with respect to the incident radiation) are based on the hypothesis of the isotropic angular distribution. This hypothesis is true for fluorescent radiation, because the photoelectric effect is isotropic, but, as pointed out above, it is not correct for scattered radiation, either coherent or incoherent. The differential cross section for coherent scattering is peaked forward, and this trend increases with increasing incident energy. Therefore, in general, a minimum value for coherent scattering at 180°. Quite the contrary holds for the Compton-scattered radiation, which has a strong minimum in the forward direction and a relative maximum at 180°. It is therefore very important to calculate the contribution of scattered radiation as a function of angle and incident energy (figs. 4-10).

By considering in eq. (26a) the self-absorption term C,

$$ C = 1 - \exp \left[ -\frac{1}{2} \mu(E_c) m \right] \tag{32} $$

eq. (26a) can be written as

$$ N_i = \frac{N_E \mu_{coh}}{\mu(E_c)} \left[ 1 - \frac{1}{2} \mu(E_c) m C \right]. \tag{26b} $$

The variation of the self-absorption term C versus the thickness of the sample is shown in fig. 21 for water, copper, and lead. When $C = 1$, the thin-sample condition is satisfied. From eq. (26b) one can deduce:

- In the limit of infinitely thick samples, there is a linear relationship between fluorescence flux $N_F$ and concentration $c_i$ of element $i$. No interelement effects occur.
- The fluorescence flux from a thin sample is about an order of magnitude less than from a thick one, but the fluorescence to scatter ratio is several orders of magnitude larger. Because the minimum detection limit is strongly influenced by the flux of scattered radiation, much lower MDL values can be obtained by analyzing thin samples.
- For thick samples there is an advantage in increasing the incident flux beyond about 20 photons/s, because of the larger amount of scattered radiation and the inability of the electronics to process more than about 100 counts/s without strong energy-resolution losses.

2.2.3. Minimum detection limit

Following the derivations of Curtis [67], a useful definition for the minimum detectable limit (MDL) based on Poisson counting statistics for 95% confidence in detection is

$$ \text{MDL} = (3.29/S) \sqrt{R_i}, \tag{33} $$

where $R_i$ is the background area under the X-ray peak of interest, $S$ the sensitivity of the instrument for that specific element expressed as counts per mg/cm² of concentration and $t$ the measuring time. To obtain the smallest MDL, the flux of the existing X-rays, $N_F$, should be as large as possible, however limited to the number of photons which can be processed by the detector and the electronics. Also the
photocell absorption coefficient for the production of characteristic X-rays, \( \mu_{\text{phot}} \) should be maximized. However, the largest value of \( \mu_{\text{phot}} \) does not necessarily correspond to the energy which produces the smallest MDL value [58].

This can be done by selecting an optimal value of incident energy, close to the photocell edge of the element to be analyzed. For that reason, monoenergetic radiation of variable energy is preferable for XRF analysis, instead of bremsstrahlung radiation. Further, to obtain the smallest MDL, the background counts \( B \) should be considered. Assuming that the background counts under the characteristic peaks are mainly due to scattered radiation, these are proportional to the term \( \exp(-\mu L) \) (mass per unit area of the sample and the support, multiplied by the absorption coefficient for scattering processes). It is therefore important to reduce if possible the mass of the sample. For example, the matrix mass can be reduced by aging, by filtering a liquid sample through filters and so on, and/or by reducing the support of the sample.

2.2.4. Polarized X-ray sources

The bulk of the background observed in photon excitation is proportional to the intensity \( N_0 \) of the primary beam scattered by the sample [see eqs. (30a) and (30b)]. One method of reducing this intensity takes advantage of the fact that the scattering is minimum in the direction of the electric vector of the incident electromagnetic radiation (fig.2). Most sources of photons, for example radioactive sources or X-ray tubes produce unpolarized photons. However, it is possible, by successive scattering of an unpolarized beam, to polarize it. By placing the detector in the plane of polarization, it is possible to minimize the intensity of the scattered radiation without decreasing the fluorescent counts, because the photodetector effect is insensitive to polarization. The reduction in background for a beam which is partially polarized by successive scattering has been demonstrated by several workers [69, 70]. The limitations on the use of this technique is the inherent and strong loss of intensity through the multiple-scattering processes.

As an example, background for polarized \(^{241}\)Am radiation and for direct \(^{241}\)Am radiation is shown in fig. 22 [69]. One method of obtaining intense polarized beams is to use the radiation emitted by very high-energy electron storage rings (synchrotron radiation) (see for example ref. [70]). Synchrotron radiation is nearly linearly polarized with the electric vector in the plane of the electron orbit. It is highly directional and can give rise to useful intensity, as high as \( 80-100 \) keV. The high degree of polarization can be maintained while focusing the flux on the sample. Polarized radiation was recently
employed for "in vivo" analysis of medium and heavy elements in the human body [71, 72]. In these cases the sensitivity for analysis is very good, of the order of $\mu g$. In the case of "in vivo" analysis of medium and heavy elements, the combination of incident energy and scattering angle results in a background dominated by Compton scattering [73].

Recollecting back to eq. (7) for the Klein-Nishina differential cross section, $\alpha$ is the angle between the direction of the electric field vectors of the incident and scattered photons; then an equivalent expression is

$$d\Omega = 4\pi \delta^2 (K/K_o)^2 (K + K_o - 2 \sin^2 \theta \cos^2 \alpha),$$

(34)

where $\theta$ is the scattering angle and $\alpha$ is the angle between the planes of polarization of the incident photons and scattered photons. This illustrates that polarized incident X-rays can be used to reduce scattering. For example, Christoffersen and Mathson [71] and Jonsen and Unglaub [72] have analyzed cadmium in the kidney cortex of a man and platinum in the right kidney of a man by using partially plane-polarized photons. In the latter case, the photons are polarized by scattering the primary X-rays ($155 \text{ keV}, 20 \text{ mA}$) in three mutually orthogonal directions before they reach the detector, since the scattering of plane-polarized X-rays will be minimum into $90^\circ$ in the plane of polarization of the secondary beam (fig. 23). The effect of polarization on the spectrum is shown in fig. 24.

### 2.3. Scattering techniques

The study of scattering events has long been a source of information in the physical sciences, and for example X-ray scattering was recognized as a problem in image formation from the beginnings of radiology. Coherent scattering has a great probability to occur at very low photon energies and angles in materials with high atomic number, whereas Compton scattering may occur at higher energies in materials with low atomic number. Therefore there is a large degree of complementarity in the information that we can obtain; this fact is largely exploited by the scattering techniques.

Several analytical methods have been prepared using only Compton-scattered radiation (or scattered and transmitted radiation) to assess the electron density within a particular external mass of an object.

Applications of these methods have been reported in three main areas: (i) densitometry [52-55, 73-77]; (ii) whole-body tomographic imaging [78-82]; (iii) spatial analysis. These techniques can be subdivided into four groups: (i) dual- and single-energy Compton-scattering densitometry [61, 73-77]; (ii) mass determination [61], (iii) Compton-scattering imaging [73-85]; and (iv) Compton profile measurements [85, 86].

It is worth noting that the most frequent use of Compton-scattered radiation is in relation to the energy-dispersive X-ray fluorescence techniques (EDRF). In this case, the Compton peak is used in normalization procedures in order to correct for (i) measuring time, (ii) self-absorption, and (iii) sample mass. The last application is very useful when we must determine samples of variable mass and thickness as environmental samples, solid layers (films) and biological thin sections. The correction method is based on the relationship existing between the intensity of the Compton-scattered radiation and the sample mass involved in the scattering processes just for example eq. 51 (81). Obviously, the Compton-scatter intensity is also a function of the sample composition; this limitation is very strong in samples of variable composition (at small values of momentum transfer) especially for high-Z materials.

More recently, low-angle X-ray scattering has become an important area of research since it represents the unfolding of further diagnostic information from transmission imaging procedures. A CT imaging system utilizing small-angle scattering was for example described by Harding et al. [119].

#### 2.3.1. Techniques using the transmitted and Compton-scattered photons

In the early seventies two different Canadian groups described the basic method for Compton densitometry, using transmitted radiation to correct the attenuation effects [63, 71]. In this method a single- or dual-energy configuration may be used according to the primary photon energies and scattering angle. The sample in which these methods are based is that of calculating the attenuation of the primary and scattered beam, through transmission measurements, using sources of appropriate energy. In particular, the Compton-scattered photons, in a given direction, display an energy distribution around a value that can be calculated by eq. (23). Therefore, by using a second source having this energy one can correct for the attenuation of the Compton-scattered beam. A certain number of matched pairs of low-energy monochromatic X-rays may be preselected for this type of measurement, the only limitation being, in practice, the number of available radiodense scattering photons in the range 30-180 keV [73]. This being the optimal range for the energy primary radiation [69].

Figure 25 is the basis to further understand the method. The basic strategy is to perform two scatter measurements rotating the sample through an angle of 180° and, simultaneously, two transmission measurements, using a second detector. It is essential to pass through the same beam paths, during the transmission and scattered measurements. These four measurements allow us to calculate the attenuation factors of the beam reaching the sample placed near the center of the object. In this method, the sample should have a very small size.

The electron density is proportional to the ratio of the scattered to the transmitted intensities. Therefore, this method can be used to determine the electron density of the sample, but not its mass density. The latter can be deduced knowing the value of the effective Z/A ratio (see below) of the sample under study. It is worth noting that, at the energies and scattering angles used in these
Compton-scattering techniques, only a proportionality relation exists between the electron density and Compton-scatter intensity. For low-Z materials, the proportionality constant can be determined by performing a set of measurements on a water sample. Using this procedure we cannot completely correct for the difference in elemental composition of the standard sample, water, and the unknown sample. Another inherent limitation is that the path length of the transmitted and scattered radiation in the object should be the same. As shown in fig. 25, the dimensions of the transmitted photon beam is determined solely by the detector collimation, while the shape of the scattered photon beam is defined by the combination of both source and detector collimators.

The assumption that the sample size is very small implies that self-absorption effects can be neglected. Great care must be taken only for small variations of the sample size. Huddleston and Flaschner [74] have shown that measurements with this photon scattering technique is strongly dependent on the sample size. They have attributed the observed bias in the electron density determination, to the concomitant action of the multiple scattering and the self-absorption effects.

Many changes in the original method have been proposed by various authors. O’Keefe and Katz[65] in particular described a single-source, low-energy, small scattering-angle method; this method has since been extensively used by Huddleston and coworkers [74, 76]. In addition, Webber and Coates [77] have constructed a three-source densitometer for the measurement of lung density. This system avoids the necessity of rotating the object. Cooper et al. [82] have developed a single-source densitometer using a CuKα x-ray source and a spectrometer for indirect use. With this system they have obtained excellent results in the densitometric measurements of low-density liquids in high-density casings, e.g., liquids in pipes and vessels, inclusions and segregation inclusions in transition-metal alloys.

Garrett et al. [73] have demonstrated that for the measurement of bone density with Compton scattering, the analysis is optimized when the photon energy is about 30 keV. To reach this conclusion, they considered: (a) the Compton-scattering differential mass-absorption coefficient; (b) the total mass-absorption coefficient of soft tissue and bone; (c) the detector efficiency; and (d) the time required for a given dose from a fixed source strength. For materials with higher Z, optimal energy range will shift towards higher energies. The analytical performance of photon scattering techniques both in laboratory and "in-vivo" measurements are well established. In the assessment of bone density, Webber and Kennett [82] have found that with three-minute measuring time it is possible to obtain a statistical precision of 1% with an overall precision of 1.5%. They studied the accuracy of the technique in relation to the major sources of error, i.e., finite geometry, non-identical geometry and multiple scattering. After a careful study, they found that the measurements usually underestimate the electron density and that the accuracy is 10%.

Fig. 26. Comparison of measured versus theoretical electron density for the following liquid samples: 1. water, 2. saline (0.5%), 3. impalpable salve, 4. amniotic fluid, 5. fetal cord, 6. water, 7. fetal blood with red blood cells, 8. amniotic fluid. The results are shown for the different materials and their corresponding electron densities.

The analytical performance of photon scattering techniques both in laboratory and "in-vivo" measurements are well established. In the assessment of bone density, Webber and Kennett [82] have found that with three-minute measuring time it is possible to obtain a statistical precision of 1% with an overall precision of 1.5%. They studied the accuracy of the technique in relation to the major sources of error, i.e., finite geometry, non-identical geometry and multiple scattering. After a careful study, they found that the measurements usually underestimate the electron density and that the accuracy is 10%. Finally, Huddleston and coworkers [74, 76] observed that the density was overestimated for higher densities and for larger samples. These authors showed that corrections can be made using linear approximations [74]. Stimpson [83] studied the analytical performance of this method in the determination of the electron density of different low-Z liquids. Using laboratory equipment and performing measurements on different liquids, it was demonstrated that a very good linear correlation can be achieved between measured and theoretical electron-density values (Fig. 26). This result clearly reveals the analytical capabilities of this method.

One of the most promising uses of this method is the "in-vivo" determination of lung density, because of the wide range of densities (0.26 - 1.16 g/cm³). These variations in density are due to, in part, the state of the lung. Further, Webber and Coates [77, 84], using a three-source densitometer optimized for this application, have shown good results in terms of statistical precision (2.2%), total precision (-5%) and accuracy. More recently, Huddleston and Weaver [76] have introduced a new Compton-scatter method using a dichromatic source. This method has the advantage of avoiding the selection of detectors and sources around the sample under examination. A schematic drawing describing the dual-energy Compton-scatter method is shown in fig. 27. This method assumes that the measuring system is not used for a small scattering volume compared to the sample size. Now, if we study the Compton-scatter intensity produced in samples of increasing size, we would find that the scattered intensity decreases with increasing sample size. This phenomenon is due to the absorption of the
primary and scattered photons by the sample parts not under investigation in the scattering process. Therefore, if we assume that the scatter intensity decreases exponentially with increasing path lengths of the two beams in the sample, we can deduce the electron density knowing the path lengths of the beams in the sample. The absorption coefficients are assumed to be known or have been estimated independently. From the few results published so far, the characteristics of this method seem to be very interesting. In fact, Huddleston and Weaver [3] have shown that an accuracy of 5% can be reached. The big advantage of this new method is in the possibility of using high-energy photons. This reduces the influence of some major sources of error, such as multiple scattering, finite geometry and attenuation.

Recently, Loo et al. [32] developed a new Compton spectrometer in which a He-Ne laser is used in order to measure the spectral distribution of the monochromatically scattered photons. They showed, with an empirical approach, that it is possible to evaluate these quantities by using only one measurement. This method is very similar to that previously proposed by Farmer and Collins [33], but the results they have obtained are of better quality, due to a careful optimization of the spectrometer design.

### 2.3.2. Compton-profile measurements

The Compton profile has been considered an extraordinary source of information by some scientists interested in the modifications of the electron momentum distributions in the sample [34, 44]. Unfortunately, the difficulties in performing “profile” measurements have limited the use of this technique. The possibility to use the Compton profile as an analytical tool in applications has been considered in the last decade by few authors [30, 39]. In fact, a precise measure of the Compton profile in a finite sample is difficult, due to the presence of the attenuation and multiple scattering. Many authors have studied the spectral distribution of the multiply scattered photons showing the importance of the sample dimensions on the spectra [35, 37]. Some measurements performed by the authors [39] have led to the conclusion that the geometrical effects are also of severe limitations for this kind of measurements. Methods for theoretically determining geometrical effects have been recently developed [39]. So far, few experimental results of analytical applications of the Compton-profile measurement have been published. The only possibility that we can conceive of is the development of high-resolution, high-brilliance monochromatic sources of more than 100 keV with which to perform measurements of the Compton profile in a finite sample using very narrow-collimation and position-sensitive detectors.

#### 2.3.3. The coherent (Rayleigh) to Compton scatter ratio

Both coherent- and Compton-scattered photons are collected by a detector within the same solid angle. The ratio $R$ is therefore independent of the geometry. The ratio of the coherent to Compton-scattered photons is given, under the usual assumptions regarding multiple scattering and other higher order processes, by

$$ R = \frac{N_c}{N_c} = \frac{\sigma^2}{\sigma} \int f(E_\theta, \theta) \cdot \sigma(E_\theta, \theta) \cdot \frac{d\theta}{d\Omega}(\theta) \cdot d\Omega $$

where $f(E_\theta, \theta)$ is the ratio of the Thomson to the Klein-Nishina cross sections [see eqs. (4) and (7)]. It is independent of the atomic number. The terms $f$ (atomic form factor) and $\sigma$ (incoherent scattering function) have been defined previously in eqs. (12) and (13).
and 24.9 keV) and americium 241 (59.4 keV). The reported results demonstrated that the value of the power index of the R ratio versus Z, was greater for higher energies of primary photons. Later, a Finnish group started extensive studies on this method; they proposed the use of the R/C ratio in the measurement of trabecular bone mineral density (TBMD) using an americium-241 source and a ninety-degree scattering angle [91].

Schutzler [92], in 1979, described the first analytical applications of the R/C method, using an americium-241 source and scattering angles of 40° and 60°. Using twenty-six organic compounds, he found a relationship between the R/C ratio and the effective atomic number. His aim was to demonstrate that it is possible to identify a compound only by measuring its R/C ratio; Fig. 33 shows the plot of the R/C ratio, relative to water, as a function of the effective atomic number. Schutzler approximated these values with a power function obtaining an index of 3.5, which agrees with the strong dependence of the coherent-scattering coefficient on Z. Schutzler also gives examples of the analysis of binary mixtures; he attempted to determine the percentage of fat content in milk and meat [93]. From the results reported it can be seen that a precision of 3-4% can be reached with a measuring time of a few hundred seconds.

Similar results have been obtained by Pasqualini et al. [93] in the determination of iodine in tissues; in fact, the results reported, showed a sensitivity of about one milligram per cubic centimeter. It can be observed that the typical sensitivity of the R/C technique, in the measurement of the concentration of a particular element in a sample is very low if compared with that of other analytical techniques such as X-ray fluorescence and activation analysis. However, these techniques can be used for “in vivo” measurements. The above-mentioned results, characterized, already in the very early attempts, the R/C method as an analytical technique with which to perform bulk analysis rather than the determination of a single trace element.

Almost simultaneously in 1980, some groups again proposed the use of the R/C technique for the determination of TBMD, using a small scattering angle and energies around one hundred keV [94, 95]. In particular, Stalp and Meares [95] carried out experimental studies on the behavior of the R/C ratio using radiometric sources of americium-241 and gadolinium-153 and a scattering angle of less than sixty degrees. Their conclusions were that with a 103 keV energy of the primary beam and a 30° scattering angle (i.e., at a value of momentum transfer of q = 2.15), better results can be obtained than with an americium-241 source scattered into 90° (q = 3.62). Stalp's conclusions can be explained considering that, at 103 keV with a scattering angle of 30°, there is, at the same time, a lower q value and a lower attenuation of the primary beam and scattered radiation. However, it should be pointed out that, in that work, the authors did not attempt to optimize the geometry at different angles using the same collimation condition at 30° and 60°. No larger scattering angle was investigated.

For a low-Z matrix, Kett et al. [96] discussed a procedure to optimize the performance of the measuring system, with respect to the primary beam energy and scattering angle. Using this procedure, they found that, with their very tightly collimated experimental set-up, the best conditions would be at an energy of 90 keV and a scattering angle of 20°. The procedure was as follows: for a given energy and scattering angle, the FWHM of the Compton peak was determined by assuming a certain range of
scattering angles along with the detector resolution. The coherent peaks and the Compton band are considered to be resolved when the upper limit of the full-width at tenth maximum (FWTM) of the Compton band coincides with the lower limit of the FWTM of the elastic peak. Having determined the minimum acceptable coherent-Compton separation in this way, the corresponding Compton energy shift was then calculated. With this procedure it is possible to find, for a given energy (and known values of the collimation parameters), the minimum scattering angle that can be usefully employed. Figure 24 shows the spectrum of photons scattered from a foil using a primary beam energy of 100 keV and a scattering angle of 22.5°. To find the optimum range of primary photon energies the authors studied the energy dependence of: (i) the number of coherently scattered photons per unit time, (ii) the detector (an intrinsic planar germanium 400 mm² active area counting efficiency), (iii) the differential coherent-scatter mass-absorption coefficient. Figure 35 shows the plot of these functions [94]. It is evident that an energy around 80 keV is the most favourable.

In 1982, Ling et al. [95], published the results of the measurement of TBMD, using americium 241 sources and larger scattering angles. They discussed the experimental obstacles encountered in the development of a measuring system for clinical use. They showed the advantages of using a 90° angle geometry in order to obtain a scattering volume of a more regular shape compared to the elongated form obtained at smaller and larger angles. These authors, despite the methodology for studying the different sources of error in an "in vivo" system. In two later papers [97, 98], the authors pointed out...
that the best sensitivities can be obtained either at larger scattering angles, for a 90 keV primary beam energy, or, which is equivalent, at higher momentum-transfer values. In particular, they showed that the figure to optimize for in the interest of which the counting rate and the sensitivity are simultaneously considered. Their conclusion were that the optimizing procedure proposed by Kerr et al. [94] must be completed by taking into account the changes in sensitivity and precision observed at higher momentum-transfer values.

Finally, these authors clearly pointed out the importance of the geometrical counting efficiency that changes considerably at different scattering angles. So far this group is the only one to have published results on the clinical use of the R/C technique in the measurement of TRMD [59]. Using a 90° angle and a 1.2 cm aluminium 341γ source, they obtained an accuracy of 5% and a precision of 3% with a counting time of 15 minutes. The dose to the patient is about 300 mR. Figure 35 shows a comparison between bone mineral density determined by the R/C technique and measured directly. Gigante and Scomì [100, 101] completed the analysis of the above mentioned group [97,98] showing that a back-scattering geometry can be used to optimize the performance of the system in measurements in peripheral bone sites. Studies on the shape of the scattering and the behavior of the self-absorption function in a back-scattering geometry were also carried out. An interesting development from the instrumentation point of view was illustrated by Pramodini et al. [102] with the use of an X-ray tube in place of the low intense radiotopic source. The aim of these authors was to obtain a more intense primary beam, possible with a tunable energy. The monochromatic beam was obtained using a GeSb filter, and a tube voltage of 59 kV. They thus obtained a 28.8 keV energy beam, useful only for "in vitro" studies.

Later, the Cooper group [103, 104] studied the possibility of obtaining higher energy monochromatic radiation from an X-ray tube by utilizing the primary beam and the scattered radiation with two-segment collimator; in this way, it is possible to use a NaI (TI) detector opening the possibility to use the ratio technique in an industrial environment. The availability of more intense X-ray sources, such as synchrotron radiation, may give a new impulse to these techniques.

Besides the very interesting application in the determination of TRMD, R/C techniques have other analytical applications in the identification of unknown materials and in the characterization of tissues. The latter was studied by Holt and Cooper [46], using a spectrometry explicitly set up for Compton-profile analysis [105]. This spectrometer uses a 5.5 cm uranium 241 source with a scattering angle of 171°. The results demonstrated that accurate characterization of the tissue, through the determination of their R/C ratios, can be obtained. Table 2 shows the R/C values reported in that work, as measured in different tissues and a low-Z sample. Other measurements [106] carried out on tissue samples up to 20% have shown that R/C techniques provide a good precision. In fact, a 2.5% change in tissue density gives a measurable 2.5% change in the intensity ratio. These authors underlined that in order to obtain such good results, a careful study of the Compton profiles is necessary, to optimize the errors in the R/C measurements.

Several investigations have been carried out on the analytical power of R/C techniques, in the identification of low-Z compounds and in the analysis of metal alloys. Gigante and Scomì [100] have studied the possibility of simultaneously using the scatter and fluorescence information. This is only possible when some elements can be fluorosed emitting photons of sufficiently high energy. In many instances the two pieces of information are complementary and can be simultaneously employed. This strategy is particularly useful in the analysis of ternary and quaternary alloys, possibly using scatter intensities from the same material at different primary beam energies [106]. Furthermore, authors have shown that identification of low-Z materials is only possible using the R/C ratios. The calculated values of the scatter R/C intensity ratios are compared in Fig. 37, with those measured with a spectrometer, using a back-scattering geometry and two room-temperature 241 sources. Gigante and Scomì [100] have shown that monochromatic identification of a single is possible using the R/C values for the single components, and a specific correction procedure for the attenuation effects can be made using the tabulated values of the attenuation coefficients. But et al. [107] have studied the capability of this technique for a quantitative analysis of metal alloys.

Munroen et al. [108] first, and later Munroen and Kuikkaarainen [109] studied the possibility to define an effective atomic number. They carefully studied the behavior of the R/C ratio as a function of Z, both for pure elements and low-Z compounds. They found that good agreement can be obtained between calculated and measured R/C values, for an energy of 60 keV and large scattering angles. Figure 38 shows the results obtained by these authors in different scattering angles. The measured Z values differ from the effective calculated values by less than 0.5%

The analytical capability of R/C techniques is clearly shown by the results reported above. The
sensitivity of this technique is very good for both the determination of the TRMD “in vivo”, and the identification of tissues and materials. Further improvements are possible, using more intense monochromatic sources and higher performance detectors. RTI techniques, in the near future, will probably become one of the chosen techniques in tissue characterization and bulk analyses.

3. Imaging techniques

3.1. Physical principles of CT-transmission

Let us consider again eqs. (22a) and (22b), and, in particular, the mass-attenuation coefficient \( \mu / \rho \) (in \( \text{cm}^2/\text{g} \)). If the absorber is a chemical compound or a mixture, its mass-attenuation coefficient \( \mu / \rho \) can be approximately evaluated from the coefficient of the constituent elements,

\[
\mu / \rho = \sum w_i \mu_i / \rho_i ,
\]

in which \( w_i \) is the weight fraction of the \( i \)-th constituent. The mass-attenuation coefficient is also proportional to the total photon interaction cross section per atom \( \sigma_{\text{tot}}^\infty \) (in \( \text{cm}^2/\text{atom} \)). This total is the sum of the cross sections for all elementary processes: photoelectric-effect, atomic Compton scattering, Rayleigh scattering.

The correlation between attenuation coefficient and atomic cross section is

\[
\mu / \rho = \sigma_{\text{tot}}^\infty N_e / A ,
\]

where \( N_e \) is the Avogadro number and \( A \) the atomic mass of the absorber. Since there are \( Z \) electrons per atom,

\[
\mu / \rho = \sigma_{\text{tot}}^\infty N_e Z / A = \sigma_{\text{tot}}^\infty \delta ,
\]

where \( \sigma_{\text{tot}}^\infty \) (\( \text{cm}^2/\text{electron} \)) is the total cross section per electron and the expression \( N_e Z / A = \delta \) represents the number of electrons per gram. For all elements except hydrogen, \( \delta \) approximately equals \( N_e = 6.02 \times 10^{23} \) (see table 3). This indicates that the dependence of \( \mu / \rho \) on the atomic composition is principally related to that of \( \sigma_{\text{tot}}^\infty \). Considering now the three effects contributing to the attenuation coefficient, we have from eq. (38),

\[
\mu = \rho \delta (\sigma_{\text{pe}} + \sigma_{\text{ct}} + \sigma_{\text{cs}} ) ,
\]

in which \( \rho \delta \) is the electron density (electrons/cm³).

It should also be observed that the Compton cross section \( \sigma_{\text{ct}} \) (table 4) is independent of the atomic number \( Z \) and the contribution of coherent scattering is less than 10% of the total attenuation.

<table>
<thead>
<tr>
<th>Atomic number</th>
<th>Element</th>
<th>Electron density ( \delta ) (number of electrons/gram)</th>
<th>Atomic number</th>
<th>Element</th>
<th>Electron density ( \delta ) (number of electrons/gram)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H</td>
<td>6</td>
<td>33</td>
<td>V</td>
<td>2.7</td>
</tr>
<tr>
<td>2</td>
<td>He</td>
<td>2</td>
<td>34</td>
<td>Cr</td>
<td>2.7</td>
</tr>
<tr>
<td>3</td>
<td>Li</td>
<td>2</td>
<td>35</td>
<td>Cu</td>
<td>2.7</td>
</tr>
<tr>
<td>4</td>
<td>Be</td>
<td>2</td>
<td>36</td>
<td>Ni</td>
<td>2.6</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>2</td>
<td>37</td>
<td>Cu</td>
<td>2.7</td>
</tr>
<tr>
<td>6</td>
<td>C</td>
<td>2</td>
<td>38</td>
<td>Zn</td>
<td>2.5</td>
</tr>
<tr>
<td>7</td>
<td>N</td>
<td>2</td>
<td>39</td>
<td>Br</td>
<td>2.4</td>
</tr>
<tr>
<td>8</td>
<td>O</td>
<td>2</td>
<td>40</td>
<td>Kr</td>
<td>2.4</td>
</tr>
<tr>
<td>9</td>
<td>F</td>
<td>2</td>
<td>41</td>
<td>Ru</td>
<td>2.4</td>
</tr>
<tr>
<td>10</td>
<td>Ne</td>
<td>2</td>
<td>42</td>
<td>Ba</td>
<td>2.3</td>
</tr>
<tr>
<td>11</td>
<td>Na</td>
<td>2</td>
<td>43</td>
<td>La</td>
<td>2.3</td>
</tr>
<tr>
<td>12</td>
<td>Mg</td>
<td>2</td>
<td>44</td>
<td>Ce</td>
<td>2.3</td>
</tr>
<tr>
<td>13</td>
<td>Al</td>
<td>2</td>
<td>45</td>
<td>Pr</td>
<td>2.3</td>
</tr>
<tr>
<td>14</td>
<td>Si</td>
<td>2</td>
<td>46</td>
<td>Nd</td>
<td>2.3</td>
</tr>
<tr>
<td>15</td>
<td>P</td>
<td>2</td>
<td>47</td>
<td>Pm</td>
<td>2.3</td>
</tr>
<tr>
<td>16</td>
<td>S</td>
<td>2</td>
<td>48</td>
<td>Sm</td>
<td>2.3</td>
</tr>
<tr>
<td>17</td>
<td>Cl</td>
<td>2</td>
<td>49</td>
<td>Eu</td>
<td>2.3</td>
</tr>
<tr>
<td>18</td>
<td>Ar</td>
<td>2</td>
<td>50</td>
<td>Gd</td>
<td>2.3</td>
</tr>
</tbody>
</table>
Therefore
\[ \mu = \rho \phi (A + B Z^2); \quad \beta = 3.4, \quad A, B \text{ constants}. \] (40)

In eq. (40) we have explicitly separated the contributions of the atomic density and atomic number. In the energy region where the Compton effect is predominant, we have
\[ \mu = \rho \phi A \quad \text{or} \quad \mu = \rho \phi, \] (41a, b)

and the Compton linear attenuation coefficient is linearly proportional to the mass bulk density of the absorber (fig. 39). In the low-energy region, where the photoelectric effect is predominant,
\[ \mu = \rho \phi B Z^2, \quad \mu = \rho Z^2, \] (42)

and the linear attenuation coefficient crucially depends on the atomic number of the absorber.

Since tomography is based on many narrow-beam X-ray attenuation measurements, it gives rise to a map of attenuation coefficients. The characteristics of the image should reflect the dependence of the total attenuation coefficient on the density and atomic number of the absorber. Therefore, CT-images can be calculated with monenergetic radiation giving information about the atomic number in the photoelectric (low-energy) region and about the physical density in the atomic Compton (high-energy) region (fig. 40).

3.2. Differential tomography

The attenuation coefficient of any element exhibits sharp discontinuities \((K, L, \ldots)\) corresponding with the minimum energy values for the excitation of the electron from its shells (see fig. 41). For a quantitative evaluation of these discontinuities of Fe, Ag, and Pb near K- and L-edges are shown in table 5. As can be observed, the difference in the attenuation coefficient above and below the edges is large.

When two attenuation measurements are carried out with a pair of monenergetic radiation beams, whose energies bracket the \(\Delta E\) discontinuity of the element, the difference between the two measurements is sensitive only to the presence of the element itself. This effect has been well known from a long time in radiology for the visualization of radiated vessels (energy-dependent subtraction angiography). In this case, intransmissible radiation was employed generated at different ED-values of the X-ray tube, instead of monenergetic radiation.

![Fig. 40: Computed reconstruction of a CT image of 93% (high contribution of photoelectric effect) and 95% (high contribution of Compton effect).](attachment:image.png)

![Table 5: Attenuation coefficients \(\mu\) and \(\mu_{\text{wall}}\) close to the energy of the photoelectric discontinuities \((h\nu = 5.9, 6.4, 7.7, 9.1, 11.8, 14.5, 18.3)\) for various elements.](attachment:table.png)
Close to the edge $\mu_{\text{ref}} - \mu_{\text{at}} = 0$, $\mu_{\text{at}} - \mu_{\text{rel}} > 0$, and therefore, $\Delta \mu_{\text{at}} < \Delta \mu_{\text{rel}}$. If $\Delta \mu_{\text{at}} \gg \Delta \mu_{\text{rel}}$, then

$$R = R_0 \exp(\Delta \mu_{\text{at}} c_x).$$

(45)

Differential tomography therefore depends only on the concentration $c_x$ of the element to be analyzed. One can calculate that the sensitivity of the method ranges between 800 and 4000 ppm for medium atomic-number elements [112], which is much greater than the sensitivity of "ordinary" transmission tomography.

3.2.2. Results

Tomography has been carried out at energies above and below the K-edge discontinuity of silver and indium [110]. For silver, which has the K-edge discontinuity at 25.517 keV, secondary targets of tin (Kα = 25.15 keV) and antimony (Kα = 26.22 keV) have been employed to obtain monochromatic characteristic radiation. In Fig. 42 results of differential tomography carried out on a plexiglass cylinder with two holes filled with Ag solutions at 4% and 2% are shown. For indium, which has the K-edge discontinuity at 33.164 keV, various targets have been examined: Ba–Kα (32.0 keV) and Bi–Kα (36.4 keV); Bi–Kα (33 keV) and Cu–Kα (34.3 keV); La–Kα (38.033 keV) and La–Kβ (38.44 keV). Tomograms using the last pair are shown in Fig. 43.

The same principles have been applied by Hay et al. [111, 112]. They first employed a 5 mCi Cd 109 source emitting silver X-rays (22 and 25.3 keV) for imaging palladium (K-edge 34.4 keV between Kα and Kβ Ag lines). They also used secondary X-rays emitted from boron excited by an Am 241 source for detecting cesium. In a more recent work, they also employed an X-ray tube and filtered the bremsstrahlung radiation with tin, for producing selective images of palladium, silver, and helium [112]. A series of images of a sample of epoxy plastic containing the three elements Na, Ag, and Cd separately, at a concentration of about 10–25 mg/cm², was shown in Fig. 44 [112].

3.3. Compton tomography

As was shown in section 2.3, and in particular section 2.3.4, analytical information can be extracted from the scattered photon distribution. When using Compton-scattered radiation, two aspects can be considered: the energy shift of the Compton peak as a function of energy and scattering angle (see for
example (fig. 17), and the Compton differential cross sections. Energy discrimination is necessary for selecting the Compton peak, and the energy separation between the coherent and Compton peaks increases with the angle. The Compton differential cross section has a maximum at 90°. Further, the intensity of the Compton-scattered radiation at the detector is proportional to the electron density $n_e$, see eqs. (38) and (41b). Therefore, the reconstructed image should reflect an “electron density image”. Further, one problem is the shape of the irradiated volume element (voxel) of the sample due to the source and detector geometry.

Attempts to use Compton-scattered photons to produce medical images are reported by Forman and Collins [85], Haddad and Shadman [74], Battista and Brunski [114], Guzzardi and Mey [115]. They all used a 90° geometry. Guzzardi and Mey employed a fan beam of 279 keV γ-rays from an 80 cm linear source of 112In (half-life of 47 days) for irradiating a selected coronal chest section. The detecting device was a gamma camera positioned over the patient’s chest with the detector plane parallel to the incident beam. In this way the system was able to detect the radiation scattered into 90°, having a Compton energy of 181 keV. After correction for the effects of attenuation and multiple scattering within the patient, the linearity of counts versus density was evaluated (fig. 45). The performance of the system in terms of spatial resolution and density-gradient discrimination is limited, but it could provide a medium spatial resolution method for detecting the overall distribution of lung density. Hence it could be suitable for monitoring changes in lung pathology.

A different approach to Compton scatter imaging was taken by Bratsen et al. [116], Harding and Tischler [117] and Harding and Kosanetzky [118]. They detect the back-scattered photons by means of one or more detectors symmetrically placed with respect to the incident beam. Harding and Kosanetzky [118] developed a system called COMSCAN-Philips, for Compton back-scatter tomography of low atomic-number materials. The authors observed that the spatial distribution of the scattered photons was approximately isotropic (except in the forward direction) for incident energies larger than a few tens of keV (see figs. 4–19). A practical consequence is the free choice of the imaging geometry. The intensity of radiation scattered from a volume element (voxel) $dV$ inside the irradiated object can be expressed as

$$N_c = n_e dV \exp(-\mu_e x) \exp(-\mu_p x^2) + M.$$

![Fig. 13. Count-density relationship for 90° Compton-scattering tomography.](image-url)
The two exponentials describe the beam attenuation along the path of the primary beam $x$, as well as the scattered radiation path $x'$, with $\mu_0 = \mu_1$ due to the energy shift of the Compton-scattered photons. The last term $b$ originates from multiple scattering processes.

It is interesting to compare the contrast of the transmission system with that of the back-scatter system. Considering an object of size $s$ whose attenuation coefficient is equal to $\mu$ except in a small solid region (size $\Delta x$) (Fig. 16), the transmitted intensities are

$$N_T = N_0 \exp(-\mu x), \quad N_{T'} = N_0 \exp(-\mu (x - \Delta x)),$$

for the regions not including $x$ and including $x'$, respectively. If the contrast $C$ of the small defect is small enough to ensure the replacement of the exponential function by its linear expansion, $C$ can be written as

$$C = \frac{N_T - N_{T'}}{N_T} = \exp(-\mu \Delta x) - 1.$$  

If the defect is small enough to ensure the replacement of the exponential function by its linear expansion, this results in $C = -\mu \Delta x$. Thus, in transmission systems the contrast is proportional to the defect size.

In the back-scatter system (Fig. 17), the intensities are given by

$$N_T = (\Delta x)^2 \mu E P_x K, \quad N_{T'} = (\Delta x)^2 \mu E P_{x'} K,$$

where $F_x$ and $F_{x'}$ are the attenuation of primary and scatter radiation and $K$ is a geometrical factor. The contrast is therefore given by $C = \Delta x \mu$, and is independent of the defect size. For example, if we consider an air bubble in aluminum, probed with 60 keV X-rays, $\mu_{Al} = 0.28 \text{ cm}^{-1}$, and with transmission measurements the smallest detectable with 10% contrast is $\Delta x = 3.5 \text{ mm}$. By using the back-scatter method, we get a contrast which is nearly 7% irrespective of the defect size.

The CONSSCAN has found applications in several areas (light metal alloys, laminated and plated) with the limitation of a near-surface region. Further, it can be employed with a free choice of the imaging geometry. Therefore, large bulky objects can be inspected, without any problem, just from one side.

3.4. Coherent-scatter computed tomography

Referring to Figs. 4 to 10, it is evident that the predominant component of very small-angle scatter is actually coherent scattering. Coherent scattering is important in the small-angle region because the differential cross section increases in the forward direction and because the small-angle Compton scattering is inhibited due to electron binding effects. For example, consider 30 keV photons interacting with a water sample, the differential coherent cross section at 19° is about $4 \times 10^{-19} \text{ cm}^2$, and the differential Compton cross section about $8 \times 10^{-21} \text{ cm}^2$. At 180° the situation is inverted, the differential coherent cross section is about $2 \times 10^{-21} \text{ cm}^2$ and the differential Compton cross section about $5 \times 10^{-22} \text{ cm}^2$.

The dependence of the differential coherent cross section on the atomic number $Z$ of the scattering material is an expression of the type $(d \sigma/d\theta)$coh = $Z^n$ (see Fig. 46) where $n$ sharply increases with the scattering angle.
As observed in section 2.3.1, a new imaging method using small-angle coherent scattering has been developed by Harding and coworkers [117-119]. The measurement system is shown in fig. 59. The radiation source was a W-anode tube, operated at 120 kV and 5 mA with 0.4 x 0.8 mm² focal spot. The transmitted and scattered radiations falling within a gap of half-angle 9° are recorded by an array of scintillation detectors (BGO) operating in current integration mode. The primary beam and the detector array were fixed, and the object and the calibration block were mounted on a translation stage, which provided the movement required to accumulate the data for one projection. The object was mounted on a standard translation rotation stage. Figure 59 shows the phantom transmission image and nine scatter images. A standard phantom of the American Association of Physicists in Medicine was used.

3.5. Fluorescence X-ray (XRF) tomography

This type of tomography, also called X-ray microscopy, is based on the detection of the fluorescent X-rays emitted by a sample containing elements with medium or high atomic number [120]. The principle of the method is shown in fig. 51. The output of the X-ray tube is strongly collimated, directing the object to be scanned as a section of a conical volume. The detector, which analyzes the X-rays emitted from the irradiated volume, is placed at 90° with respect to the primary radiation. It is also strongly collimated like the X-ray output. The intersection of the solid angles of both collimators identifies a fixed volume in the object. By moving the object in the x-y direction, the X-ray intensity of elements present in the sample can be mapped, and finally an image can be obtained related to the distribution of the element or of the elements in the sample.

3.5.1. Theoretical background

Let us consider a sample containing an element a, with concentration cₐ, irradiated with Nₑ photons with energy Eₑ in a 90° geometry. One can divide the section of the sample into many viewing elements (pixels) in which the attenuation of incident and output radiation is negligible. For pixels of about 1-2 mm² and elements with atomic number larger than about 40, each pixel can be considered as an infinitely thin sample, and X-rays emitted into 90° are given by

\[ Nₑ = NₑKₑφₑₐₑ \left( Eₑ \right) \cdot \varphi \cdot \alpha \cdot m, \]

which is similar to eq. (26c), except for the value 0.7, which depends on the angle. The parameters of eq. (50) have been listed in table 1. There is a linear relationship between the concentration cₐ and the characteristic X-rays from element a, Nₑ.

The number of scattered photons is \( Nₛ = NₑKₛφₑₐₑ \). The ratio between photoelectric and scattered
counts is given by:

\[
N_2/N_1 = \alpha_2/B_0 - 0.7C_0/\mu_2.
\]

(51)

The sensitivity of the technique, both in the single-point and in the tomographic version, is of the order of ppm, which must be compared with hundreds of ppm of the differential tomography, and with thousands of ppm in the case of normal transmission tomography.

3.5.2. Experimental set-up and measurements

The experimental arrangement employed for the analysis of iodine has been shown in fig. 51. The bremsstrahlung radiation from the X-ray tube passes through a collimator 6 cm long and 1 mm diameter, internally coated with Cr. In order to partially convert the primary radiation to Cr X-rays, whose energy lies just above the iodine K-edge. The detector (a HpGe having 900 keV resolution at the iodine X-rays) is also collimated, with a collimator 6 cm long and 1 mm diameter. A fixed volume of approximately 0.5 x 0.6 x 0.5 mm³ is therefore analyzed. With this geometrical arrangement, the efficiency is low, \(K = \sigma_{eV} - 1.3 \times 10^{-4}\), so a very strong source is needed. The irradiated volume varies with the distance between the sample and both the source and the detector. It is therefore necessary to keep constant the position of the volume by moving the sample in the x-y intersection point. X-ray counts of element a have to be corrected for attenuation effects, both of incident and output radiation from the irradiated object.

A test object has been analyzed, constituted by a Plexi plate (20 x 20 mm² section), with 64 cylindrical holes of diameter 2 mm. The holes are empty, except those on the diagonal of the object, which are filled with a solution containing 0.5% iodine (fig. 52). Further, measurements have been carried out on a plastic object with several Cu wires disposed vertically in the sample (fig. 53A) and on an epoxy resin sample containing a small Ag grain (fig. 53B). Finally, the diffusion of Ag ions through a LiF crystal was studied, after doping the LiF crystal with a small quantity of Ag, and heating at 600°C for 24 hours (fig. 54).

Budgell et al. [122] used X-ray tomography as a more collimated, high-intensity source to map elements in a low-Z matrix. The advantages of using synchrotron radiation instead of X-ray tubes lies...
mainly in the high photon flux. Very small samples were scanned (<200 μm) with a spatial resolution down to 3 μm. An image of nickel grains in a polymer matrix is shown in Fig. 55. Also Jones et al. [122] and Gehani et al. [123] employed synchrotron radiation for mapping trace elements in microscopic samples. Jones et al. have used both a collimated X-ray beam with sizes down to around 20 μm, and a focused 10keV X-ray beam. They employed a standard reference sample produced by adding a number of elements to gallium at a concentration level of 10 ppm by wet weight, for measuring the
minimum detection limits for fluorescent X-ray peaks. Minimum detection limits about 10 g have been obtained. A map made of the gallium distribution in a 20 mm section of fetal rat bone is shown in Fig. 15. Gobbi et al. employed a focused beam of photons with energies up to 25 keV, with a spatial resolution better than 10 mm for the analysis of low atomic number elements like Zn, Mn and Cu absorbed in diabetic rat bone.

4. Conclusions

The last two decades have seen a great increase in the studies, both theoretical and experimental, directed or indirectly related to the general subject of interaction of radiation with matter. This phenomenon, which is continuing or intensifying at present, is due to the following main reasons. The development of the computed tomography (CT) scanner by Hounsfield in 1971. CT-tomography is based on the large number of transmission measurements and its characteristics depend on the type of interaction between the X-rays and the sample. In addition to transmission tomography, more recently also Compton-scattered radiation at about 90° and back-scattered radiation were employed for imaging a sample, and in the last few years also small-angle Rayleigh-scattered radiation. Finally, fluorescent X-rays emitted by medium and heavy elements of the sample have been employed for selectively mapping the distribution of the element itself. All of the methods described above take advantage of careful studies of the interaction of X-rays with matter, accurate knowledge of interaction cross sections versus angles and atomic number and semiempirical formulae of attenuation coefficients.

In general, different CT-scanners are used for transmission measurements, for Compton tomography, for Rayleigh small-angle tomography and for X-ray microscopy. In this review article, we propose to realise a scanner using at the same time various detectors for collecting all different types of information (see Fig. 15).

The introduction of research in synchrotron radiation. Many synchrotron radiation facilities have been constructed and a large number of new facilities are being built throughout the world. Synchrotron radiation has stimulated theoretical and experimental work in many fields, like material science (X-ray imaging, analytical techniques like X-ray fluorescence, X-ray diffraction studies, X-ray absorption fine-structure spectra, Compton-profile methods and others).

- The large availability of new detectors characterized by high energy resolution and intrinsic stability, like semiconductor detectors (cooled at liquid nitrogen temperature like Ge and Si, or at room temperature like LiF) led to a great increase of basic and applied research.

The increasing interest in the field called “nuclear analytical techniques” including energy-dispersive photon or proton induced X-ray fluorescence, Rayleigh to Compton ratio and others. The first methods are largely employed in many fields for major and trace element analysis, the second typically for densitometric determinations.

Experimental studies of the Rayleigh to Compton ratio showed, in particular, that the theory of the Rayleigh effect and detailed Rayleigh-scattering calculations based on the “static form factor” are not satisfactory. Also studies on Compton process are of very interesting for the possibility they offer to distinguish and differentiate between different materials. In the future we play to start a very systematic study on the correlation between Compton profile and composition of the scattered material.

All the equipment, methods and techniques discussed are based on the various types of interaction of radiation with matter. For example X-ray microscopy, which is a field that has developed rapidly in recent years, implies focusing and collimation of radiation, monochromatizing the incident X-ray beam, study of the photoelectric effect in the sample, and so on. We plan, in the future to improve on these studies, both from a theoretical and from an experimental point of view. In conclusion, we are convinced that still a large area to be explored in the interaction of X-rays with matter, from a theoretical and more important, from an experimental point of view. In the coming years we will see a further improvement in this area and the development of more sophisticated instrumentation for imaging and for analytical applications.
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