Nonlocal Venttsel’ diffusion in fractal-type domains: regularity results and numerical approximation
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Abstract

We study a nonlocal Venttsel’ problem in a non-convex bounded domain with a Koch-type boundary. Regularity results of the strict solution are proved in weighted Sobolev spaces. The numerical approximation of the problem is carried out and optimal a priori error estimates are obtained.
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Introduction

In this paper we study a nonlocal Venttsel’ problem in a non-convex bounded domain with a Koch-type boundary.

Recently there has been an increasing interest towards the study of Venttsel’ problems in fractal domains due to the different framework in which they appear, e.g. engineering.
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problems of idraulic fracturing, water wave theory as well as models of heat transfer (see [7], [36], [25] and [38]).

In the framework of heat propagation, a Venttsel’ problem models the heat flow across highly conductive thin boundaries (see [16]). From the point of view of applications it is important to consider models in which the surface effects are enhanced with respect to the surrounding volume. Fractal boundaries or interfaces can be a useful tool to describe such situation. It has to be pointed out that many physical and industrial processes lead to the formation of irregular surfaces or occur across them which can be conveniently modeled as prefractal interfaces.

The literature on linear and quasi-linear Venttsel’ problems in both regular and irregular domains is huge (see e.g. [2], [15], [40], [44], [30] and the references listed in). In all these papers it is addressed the study of existence and uniqueness properties of the solution by a semigroup approach. Only recently in [30] and in [11] the asymptotic behavior of the solution of local linear and quasi-linear prefractal Venttsel’ problems to the limit fractal ones has been investigated (respectively).

A Venttsel’ problem is described mathematically by a heat equation in the bulk coupled with a heat equation on the boundary. Due to this unusual boundary condition, Venttsel’ problems are also known as BVPs with dynamical boundary conditions since the time derivative appears also in the boundary condition.

Recently there has been a growing attention on the study of nonlocal Venttsel’ problems both in regular and irregular domains in \( \mathbb{R}^n \) (see [45], [42], [41], [28] and the references listed in). The presence of the nonlocal term in the boundary condition, in the framework of heat flow, accounts for a non-constant conductivity \( K(x, y) \) on the boundary which scales according to a certain law:

\[
\frac{k^{-1}}{|x - y|^{n+2s}} \leq K(x, y) \leq \frac{k}{|x - y|^{n+2s}}
\]

where \( s \in [0, 1] \) and \( k \) is a positive constant (see [4] for more details and for a probabilistic interpretation of the associated process).

It has to be pointed out that a nonlocal term appears already in the original paper of Venttsel’ [43]. In any case a nonlocal term is important in all those diffusion models in which one wants to emphasize the interaction between the boundary and the bulk such as e.g. in the diffusion of sprays in the lungs.

In this paper we consider a parabolic nonlocal Venttsel’ problem \((P)\) in a two-dimensional
domain $\Omega$ with a Koch-type prefractal boundary and its numerical approximation, see (4.1).

As far as we know, this is the first example of a numerical approximation of a nonlocal Venttsel’ boundary value problem in a prefractal domain. The numerical approximation of second order transmission problems across prefractal interfaces have been considered in [26] and in [9]. This type of problems exhibits on the interface a local Venttsel’-type boundary condition. In all the mentioned cases, once the existence and uniqueness of the strict solution is proved, the regularity (of the solution) plays a key role in the error estimates as well as a suitable refined mesh near the singular vertices. Indeed, since the prefractal domains are not convex due to the presence of the reentrant angles, the regularity of the solution is deteriorated.

In the nonlocal case, in order to prove key regularity results for the strict solution of problem $(P)$, a completely different approach (with respect to the case of local type Venttsel’ boundary conditions) must be used due to the presence of the nonlocal term, which can be regarded as a sort of "regional" fractional Laplacian of order $\frac{1}{2}$.

Namely, we prove that the solution belongs to a suitable weighted Sobolev space. This allows us to use a convenient mesh algorithm developed in [8] compliant to suitable conditions introduced by Grisvard in [19] which allow us to achieve an optimal rate of convergence.

The numerical approximation of problem $(P)$ is carried out in two steps. We first triangulate the domain $\Omega$ with our mesh algorithm. We construct the semi-discrete problem by discretizing in space. Secondly the fully discrete problem is obtained by applying the $\theta$-method to the time-dependent variables.

We obtain stability and convergence results as in the classical case, where the solution has $H^2$ regularity. It is worthwhile noticing that our results can be straightforward extended to the more general case of domains with boundaries of Koch type fractal mixtures as in [9].

We achieve also some preliminary numerical results. We study the heat flow across a prefractal boundary where the nonlocal term is active only on a portion of its. As shown in Figures 6 and 7, the nonlocal term is responsible of a larger heat flux in the part of the boundary where it is active. From the point of view of the applications, this fact turns out to be important to drain or increase the heat in a priori fixed areas.

The plan of the paper is the following. In Section 1 we recall the preliminaries on the Koch curve and the main functional spaces. In Section 2 we state the main properties
of the energy functional. In Section 3 we prove a priori estimates in weighted Sobolev spaces. In Section 4 we consider the abstract Cauchy problem and we prove existence and uniqueness results for the strict solution of the nonlocal Venttsel’ problem in the prefractal domain Ω. In Section 5 we prove regularity results in fractional Sobolev spaces. In Section 6 we prove a priori error estimates for the semi-discrete and fully discrete problem. Finally, in Section 7 we present some numerical results and conclusions.

1 Preliminaries

In the paper we denote by \( x = (x_1, x_2) \) points in \( \mathbb{R}^2 \). Let \( A_1, A_3 \) and \( A_5 \) be the vertices of a regular triangle with unit side length, i.e. \( |A_1 - A_3| = |A_1 - A_5| = |A_3 - A_5| = 1 \).

We define a family \( \Psi^1 \) of four suitable contractions \( \psi_1^{(1)}, \ldots, \psi_4^{(1)} \), with respect to the same ratio \( \frac{1}{3} \) (see [17]). Let \( V_0^{(1)} := \{A_1, A_3\}, \psi_{i_1\ldots i_n} := \psi_{i_1} \circ \cdots \circ \psi_{i_n}, \quad V_1^{(1)} := \psi_{i_1\ldots i_n} (V_0^{(1)}) \) and

\[
V_n^{(1)} := \bigcup_{i_1\ldots i_n=1}^4 V_{i_1\ldots i_n}^{(1)}.
\]

Now let \( K_1^{(0)} \) denote the unit segment whose endpoints are \( A_1 \) and \( A_3 \) and let \( K_{i_1\ldots i_n}^{(1)} := \psi_{i_1\ldots i_n} (K_1^{(0)}) \). For \( n > 0 \), we denote

\[
F_n^{(1)} = \left\{ \psi_{i_1\ldots i_n} (K_1^{(0)}), \; i_1, \ldots, i_n = 1, \ldots, 4 \right\}.
\]

Now we set \( K_1^{(1)} = \bigcup_{i=1}^4 \psi_i (K_1^{(0)}), \; K_1^{(n+1)} = \bigcup_{M \in F_n^{(1)}} \bigcup_{i=1}^4 \psi_i (M) \), where \( M \) denotes a segment of the \((n+1)\)-th generation, \( K_1^{(n+1)} \) the polygonal curve and \( V_{n+1}^{(1)} \) the set of its vertices.

We can repeat this argument on the unit segments \( K_2^{(0)} \) having as endpoints \( A_3 \) and \( A_5 \) and \( K_3^{(0)} \) having as endpoints \( A_1 \) and \( A_5 \). In the following we denote by

\[
K_{n+1} = \bigcup_{i=1}^3 K_i^{(n+1)}
\] (1.1)

the closed polygonal curve approximating the Koch snowflake at the \((n+1)\)-th step.

For the properties of the Koch snowflake we refer to [13]. By \( \Omega_n \) we denote the open bounded non-convex domain in \( \mathbb{R}^2 \) with polygonal boundary \( \partial \Omega_n = K_n \) with vertices \( P_j \) for \( j = 1, \ldots, 3N \), where \( N = 4^n \) (see Figure 1). Since \( n \) in this paper will be fixed, from now on we will omit the subscript \( n \) in \( \Omega_n \).

For each fixed \( P_j \), we denote by \( \eta_j \) the interior angle of \( \Omega \) at \( P_j \). Let \( R = \{1 \leq j \leq 3N : \eta_j > \pi \} \). The set \( \{P_j\}_{j \in R} \) is the subset of vertices whose angles are "reentrant".
In the following we will denote the set of continuous functions on $\Omega$ by $C^0(\Omega)$, the set of infinitely differentiable functions with compact support in $\Omega$ by $C^\infty_0(\Omega)$ and by $L^2(\cdot)$ the usual Lebesgue space of square summable functions.

We define the Sobolev spaces on $K_n$. By $H^s(K_n)$, for $0 < s \leq 1$, we denote the Sobolev space on $K_n$ defined by local Lipschitz charts as in [34]. For $s \geq 1$, we define the Sobolev space $H^s(K_n)$ by using the characterization given by Brezzi-Gilardi in [6]:

$$H^s(K_n) = \{ v \in C^0(K_n) \mid \|v\|_{s,M} \in H^s(\partial M) \},$$

where $M$ denotes a side of $K_n$ and $\partial M$ denotes the corresponding open segment. In the following we denote by $dx$ the bidimensional Lebesgue measure and by $ds$ the arc length on $K_n$.

We define the trace of $u$ on $K_n$ in the following way.

**Definition 1.1.** Let $D \subset \mathbb{R}^2$ be an open set and $f \in H^s(D)$. We define the trace operator $\gamma_0$ as

$$\gamma_0 f(x) := \lim_{r \to 0} \frac{1}{|B_r(x) \cap D|} \int_{B_r(x) \cap D} f(y) \, dy,$$

where $B_r(x)$ denotes the Euclidean ball in $\mathbb{R}^2$.

It is known that the above limit exists at quasi every $x \in \overline{D}$ with respect to the $(s,2)$-capacity (see [1]).

In the following we will make use of this result (see Theorem 2.4 in [6]).

**Proposition 1.2.** Let $s > 1/2$. Then $H^{s - 1/2}(K_n)$ is the trace space of $H^s(\Omega)$, i.e.
1. $\gamma_0$ is a linear and continuous operator from $H^s(\Omega)$ in $H^{s-\frac{1}{2}}(K_n)$;

2. there exists a linear and continuous operator $\text{Ext}$ from $H^{s-\frac{1}{2}}(K_n)$ in $H^s(\Omega)$ such that $\gamma_0 \circ \text{Ext}$ is the identity operator of $H^{s-\frac{1}{2}}(K_n)$.

We will use the same symbol to denote $u$ and its trace $\gamma_0 u$. The interpretation will be left to the context.

We now recall the Friedrichs inequality, see [32, page 24] for more details.

**Proposition 1.3.** Let $u \in H^1(\Omega)$. There exists a positive constant $C_p$ such that

$$\|u\|_{L^2(\Omega)}^2 \leq C_p \left( \|\nabla u\|_{L^2(\Omega)}^2 + \|u\|_{L^2(K_n)}^2 \right).$$

Let $r$ be the distance from the set of vertices. For $\gamma \in \mathbb{R}$, we denote by $H^2_\gamma(\Omega)$ the weighted Sobolev space of functions such that the norm

$$\|u\|_{H^2_\gamma(\Omega)} = \left( \sum_{|\alpha| \leq 2} \int_{\Omega} r^{2(\gamma-2+|\alpha|)} |D^\alpha u(x)|^2 \, dx \right)^{\frac{1}{2}}$$

is finite, and by the space $H^\frac{3}{2}_\gamma(K_n)$ the trace space of $H^2_\gamma(\Omega)$ equipped with the norm

$$\|u\|_{H^\frac{3}{2}_\gamma(K_n)}^2 = \inf_{v = u \text{ on } K_n} \|v\|_{H^2_\gamma(\Omega)}.$$

For the details see (2.17), Chapter 2 in [33].

We denote by $L^2(\Omega, m)$ the Lebesgue space with respect to the measure $m$ with

$$dm = dx + ds.$$

We define, for $\sigma \in \mathbb{R}$, the composite space

$$V^2_\sigma(\Omega, K_n) := \{ u \in H^1(\Omega) : r^\sigma D^2 u \in L^2(\Omega), \gamma_0 u \in H^2(K_n) \}.$$

## 2 The energy functional

Throughout the paper C will denote possibly different constants.

Let $b$ be a positive continuous function on $\overline{\Omega}$. We set $\theta_2 : H^\frac{1}{2}(K_n) \to H^{-\frac{1}{2}}(K_n)$ as follows: for every $u, v \in H^\frac{1}{2}(K_n)$

$$\langle \theta_2(u), v \rangle_{H^{-\frac{1}{2}}(K_n), H^{\frac{1}{2}}(K_n)} = \iint_{K_n \times K_n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^2} \, ds(x) \, ds(y).$$
From now on $\langle \cdot, \cdot \rangle$ will denote the duality pairing between $H^{-\frac{1}{2}}(K_n)$ and $H^\frac{1}{2}(K_n)$.

We define now the energy form $E$ as

$$E[u] = E_\Omega[u] + E_{K_n}[u] + \int_{K_n} b |u|^2 ds + \langle \theta_2(u), u \rangle \quad (2.1)$$

with domain

$$V(\Omega, K_n) = \{ u \in H^1(\Omega) : \gamma_0 u \in H^1(K_n) \},$$

where

$$E_\Omega[u] = \int_\Omega |\nabla u|^2 dx$$

and

$$E_{K_n}[u] = \int_{K_n} |\nabla_s u|^2 ds.$$ 

Here $\nabla_s$ denotes the tangential derivative on $K_n$.

$V(\Omega, K_n)$ is a Hilbert space equipped with the norm

$$\|u\|_{V(\Omega,K_n)} = \left( \int_\Omega |\nabla u|^2 dx + \int_{K_n} |\nabla_s u|^2 ds + \|u\|^2_{L^2(\Omega,m)} \right)^{\frac{1}{2}}.$$

We point out that the space $V(\Omega, K_n)$ is non-trivial.

In order to prove the coercivity of the energy form $E$, we introduce an equivalent norm on $V(\Omega, K_n)$, which is defined as

$$|||u|||_{V(\Omega,K_n)} := \left( \|\nabla u\|^2_{L^2(\Omega)} + \Phi(u) \right)^{\frac{1}{2}}, \quad (2.2)$$

where $\Phi(u) := \|u\|^2_{H^1(K_n)} + \langle \theta_2(u), u \rangle$.

**Proposition 2.1.** The norms $\|\cdot\|_{V(\Omega,K_n)}$ and $|||\cdot|||_{V(\Omega,K_n)}$ are equivalent.

**Proof.** We note that $\|u\|^2_{V(\Omega,K_n)} \leq C_2 \|u\|^2_{V(\Omega,K_n)}$ thanks to (1.2). To prove that $\|u\|^2_{V(\Omega,K_n)} \geq C_1 |||u|||_{V(\Omega,K_n)}^2$ we note that

$$\langle \theta_2(u), u \rangle \leq \|u\|^2_{H^\frac{1}{2}(K_n)} \leq C \|u\|^2_{H^\frac{1}{2}(K_n)}.$$

We now prove some properties of the form $E$.

**Proposition 2.2.** The form $E[u]$ defined in (2.1) is continuous and coercive on $V(\Omega, K_n)$.

**Proof.** We start by proving the continuity of $E$ on $V(\Omega, K_n)$. Since $b$ is continuous on $\overline{\Omega}$, we have
\[ E[u] \leq \|\nabla u\|_{L^2(\Omega)}^2 + \|\nabla \theta\|_{L^2(K_n)}^2 + \max_{K_n} (b) \|u\|_{L^2(K_n)}^2 + \langle \theta_2(u), u \rangle \leq \|u\|_{H^1(\Omega)}^2 + c_1 \|u\|_{H^1(K_n)}^2 + \langle \theta_2(u), u \rangle \leq \|u\|_{H^1(\Omega)}^2 + c_2 \|u\|_{H^1(K_n)}^2 \leq \max\{1, c_2\} \|u\|_{V(\Omega,K_n)}^2. \]

We prove the coercivity. By using again the continuity of \( b \), we have
\[
E[u] \geq \|\nabla u\|_{L^2(\Omega)}^2 + \|\nabla \theta\|_{L^2(K_n)}^2 + \min_{K_n} (b) \|u\|_{L^2(K_n)}^2 + \langle \theta_2(u), u \rangle \geq \|\nabla u\|_{L^2(\Omega)}^2 + \min\{1, \min_{K_n} (b)\} \|u\|_{H^1(K_n)}^2 + \int_{K_n \times K_n} \frac{|u(x) - u(y)|^2}{|x-y|^2} ds(x) ds(y) \geq \bar{C} \|u\|_{V(\Omega,K_n)}^2,
\]
where \( \bar{C} \) depends on \( b \) and \( C_1 \).

**Proposition 2.3.** The energy form \( E[u] \) is closed in \( L^2(\Omega,m) \), i.e. for every Cauchy sequence \( \{u_k\} \subseteq V(\Omega,K_n) \) there exists \( u \in V(\Omega,K_n) \) such that
\[
E[u_k - u] + \|u_k - u\|_{L^2(\Omega,m)} \to 0 \quad \text{for } k \to +\infty.
\]

**Proof.** Let \( \{u_k\} \) be a Cauchy sequence in \( V(\Omega,K_n) \), i.e. a sequence such that
\[
E[u_k - u_j] + \|u_k - u_j\|_{L^2(\Omega,m)} \to 0 \quad \text{for } k, j \to +\infty.
\]

We observe that in particular \( \{u_k\} \) is a Cauchy sequence in \( L^2(\Omega,m) \) and, since \( L^2(\Omega,m) \) is a Banach space, there exists an element \( u \in L^2(\Omega,m) \) such that
\[
\|u_k - u\|_{L^2(\Omega,m)} \xrightarrow[k \to +\infty]{} 0.
\]

We have to prove that
\[
E[u_k - u] \xrightarrow[k \to +\infty]{} 0.
\]

We note that from \( E[u_k - u_j] \to 0 \) when \( k, j \to +\infty \), it follows that each term in (2.1) vanishes (because they are all non negative terms).

Since \( \int_{\Omega} |\nabla (u_k - u_j)|^2 dx \to 0 \), it follows that \( \{\nabla u_k\} \) is a Cauchy sequence in \( L^2(\Omega) \), and the same holds for the terms in \( L^2(K_n) \). Then \( \{\nabla u_k\} \) is a Cauchy sequence in \( L^2(\Omega,m) \), hence there exists an element \( w \in L^2(\Omega,m) \) such that \( \nabla u \to w \) in \( L^2(\Omega,m) \). From Remark 4, Chapter 9 in [5], we know that \( w = \nabla u \) a.e., so we have that \( u \in V(\Omega,K_n) \).

It is trivial that \( \int_{K_n} b|u_k - u|^2 ds \to 0 \) because \( b \) is a continuous function on \( \bar{\Omega} \). It remains to study the term \( \theta_2 \):
\[
\langle \theta_2(u_k - u), u_k - u \rangle_{H^{-\frac{1}{2}}(K_n),H^{\frac{1}{2}}(K_n)} = \int_{K_n \times K_n} \frac{|u_k(x) - u(x) - (u_k(y) - u(y))|^2}{|x-y|^2} ds(x) ds(y) \leq \|u_k - u\|_{H^{\frac{1}{2}}(K_n)}^2 \leq C \|u_k - u\|_{H^1(K_n)}^2
\]
and the last term tends to 0 when \( k \to +\infty \) because we know that \( u_k \to u \) in \( V(\Omega,K_n) \).
Theorem 2.4. The energy form $E[u]$ with its domain $V(\Omega, K_n)$ is a Dirichlet form on $L^2(\Omega, m)$.

Proof. We have to prove that $E[u]$ is markovian. Since we know that $E[u]$ is closed, we can prove a sufficient condition for having markovianity, i.e. $\forall u \in V(\Omega, K_n)$

$$v := (u \vee 0) \wedge 1 \in V(\Omega, K_n)$$

where $(u \vee v)(x) = \max \{u(x), v(x)\}$ and $(u \wedge v)(x) = \min \{u(x), v(x)\}$.

Let us consider the map $T: \mathbb{R} \to \mathbb{R}$ defined as $T(r) = ((r \vee 0) \wedge 1)$, then we set $v(x) := T(u(x))$. Now we approximate $T$ with functions $T_\varepsilon \in C^1(\mathbb{R})$ such that

$$|T_\varepsilon(r) - T(r)| < \varepsilon \text{ and } \left| \frac{dT_\varepsilon}{dr} \right| \leq 1.$$ 

Since $T_\varepsilon \in C^1(\mathbb{R})$ and $u \in V(\Omega, K_n)$, it follows that $T_\varepsilon(u(x)) \in V(\Omega, K_n)$, then $T(u(x)) = v(x) \in V(\Omega, K_n)$. Now

$$\frac{dT_\varepsilon(u(x_1(s), x_2(s)))}{ds} = \frac{\partial T_\varepsilon}{\partial u} \frac{\partial u}{\partial x_1} \frac{dx_1(s)}{ds} + \frac{\partial T_\varepsilon}{\partial u} \frac{\partial u}{\partial x_2} \frac{dx_2(s)}{ds}$$

$$= \frac{\partial T_\varepsilon}{\partial u} (\nabla u, z(s)) = \frac{\partial T_\varepsilon}{\partial u} \nabla u,$$

where $z(s) = (x_1'(s), x_2'(s))$. Using the properties of $T_\varepsilon$, it follows that

$$\left| \frac{dT_\varepsilon(u(x_1(s), x_2(s)))}{ds} \right|^2 \leq \left| \frac{\partial T_\varepsilon}{\partial u} \right|^2 \left| \nabla u(x_1(s), x_2(s)) \right|^2 \leq \left| \nabla u(x_1(s), x_2(s)) \right|^2.$$

Hence we have that

$$E_{K_n}[v] = E_{K_n}[T(u)] \leq \int_{K_n} \left| \nabla u(x(s)) \right|^2 ds = E_{K_n}[u].$$

We can repeat the same argument on $E_{\Omega}[u]$ to prove that $E_{\Omega}[v] \leq E_{\Omega}[u]$. It can be easily seen that this holds also for the other terms in (2.1) (see e.g. [14]). Hence $E[u]$ is markovian, then $E[u]$ with its domain $V(\Omega, K_n)$ is a Dirichlet form on $L^2(\Omega, m)$.

For the main properties of Dirichlet forms, see [18].

Now we define the bilinear form associated to the energy form $E[u]$ as follows: for every $u, v \in V(\Omega, K_n)$

$$E(u, v) = \int_{\Omega} \nabla u \nabla v dx + \int_{K_n} \nabla u \nabla v ds + \int_{K_n} b u v ds + \langle \theta_2(u), v \rangle.$$  \hspace{1cm} (2.3)

Proposition 2.5. For all $u, v \in V(\Omega, K_n)$, $E(u, v)$ is a closed symmetric bilinear form on $L^2(\Omega, m)$. Then there exists a unique self-adjoint non-positive operator $A$ on $L^2(\Omega, m)$ such that

$$E(u, v) = (-Au, v)_{L^2(\Omega, m)} \quad \forall u \in D(A), \forall v \in V(\Omega, K_n),$$  \hspace{1cm} (2.4)

where $D(A) \subset V(\Omega, K_n)$ is the domain of $A$ and it is dense in $L^2(\Omega, m)$. 

For the proof see [23].

In Theorem 2.4 we proved that \((E_{K_n}, H^1_0(K_n))\) is a closed bilinear form on \(L^2(K_n)\). Then, there exists a unique self-adjoint, non positive operator \(\Delta_{K_n}\) on \(L^2(K_n)\) (with domain \(D(\Delta_{K_n})\) dense in \(L^2(K_n)\)) such that

\[
E_{K_n}(u, v) = -\int_{K_n} \langle \Delta_{K_n} u, v \rangle \, ds, \quad u \in D(\Delta_{K_n}), v \in H^1_0(K_n)
\]

(see Chap. 6, Theorem 2.1 in [23]). Let now \(H^{-1}(K_n)\) be the dual space of \(H^1_0(K_n)\). We can also introduce the Laplace operator on \(K_n\) as a variational operator

\[
\Delta_{K_n} : H^1_0(K_n) \to H^{-1}(K_n)
\]

by

\[
E_{K_n}(z, w) = -\langle \Delta_{K_n} z, w \rangle_{H^{-1}(K_n), H^1_0(K_n)}
\]

(2.5)

for \(z \in H^1_0(K_n)\) and for all \(w \in H^1_0(K_n)\). We will use the same symbol \(\Delta_{K_n}\) to define the Laplace operator both as a self-adjoint operator and as a variational operator. It will be clear from the context to which case we refer.

Remark 2.6. As it will be clear in (5.7), \(\Delta_{K_n}\) will be the piecewise tangential Laplacian with domain \(D(\Delta_{K_n}) = H^2(K_n)\).

Theorem 2.7. The self-adjoint non positive operator \(A\) associated to the Dirichlet form \(E[u]\) is the generator of a strongly continuous analytic contraction semigroup \(\{T_t, t \geq 0\}\) on \(L^2(\Omega, m)\).

Proof. The analyticity of \(\{T_t\}\) follows from Proposition 2.2 (see Theorem 6.2, Chapter 4 in [39]). The contraction property follows from Lumer-Phillips Theorem (see Theorem 4.3, Chapter 1 in [35]). The strong continuity follows from Theorem 1.3.1 in [18].

\(\square\)

3 A priori estimates in weighted Sobolev spaces

In this section we prove a priori estimates for the solution of problem (3.1). We stress the fact that the key issue is to prove that \(u \in H^2(K_n)\), which does not follow as in the case of local Venttsel’ problem (see [30]).

We consider the problem formally stated as follows: for every \(t \in [0, T]\)

\[
\begin{aligned}
\frac{du}{dt} &= \Delta u + f && \text{in } \Omega, \\
-\Delta_{K_n} u &= -\frac{\partial u}{\partial \nu} - bu - \theta_2(u) + f - \frac{du}{dt} && \text{on } K_n, \\
u(0, x) &= u_0(x) && \text{in } \overline{\Omega}.
\end{aligned}
\]

(3.1)
where $f$ and $u_0$ are given functions in suitable spaces.

**Theorem 3.1.** Let $f \in L^2(\Omega, m)$ and $b$ and $\theta_2(u)$ be as defined above. For every $t \in [0, T]$ let $u \in V^2_G(\Omega, K_n)$ be a solution of problem (3.1). Then there exists a positive constant $C = C(\sigma)$ such that

$$
\|u\|^2_{H^2(\Omega)} + \|r^\alpha D^2u\|^2_{L^2(\Omega)} + \|u\|^2_{H^2(K_n)} \leq C(\sigma) \left( \|u\|^2_{H^2(K_n)} + \|f\|^2_{L^2(\Omega,m)} + \left\| \frac{du}{dt} \right\|^2_{L^2(\Omega,m)} \right),
$$

provided

$$
\frac{1}{4} < \sigma < \frac{1}{2}.
$$

**Proof.** We adapt the proof of Theorem 2.1 in [10] to our case. We use the Münchhausen trick. We start by assuming that $\frac{\partial u}{\partial \nu}$ and $\theta_2(u)$ belong to $L^2(K_n)$, hence the right-hand side of the second equation in (3.1) belongs to $L^2(K_n)$. Then the following estimate holds:

$$
\|u\|^2_{H^2(K_n)} \leq C \left( \left\| \frac{\partial u}{\partial \nu} \right\|^2_{L^2(K_n)} + \|u\|^2_{L^2(K_n)} + \|\theta_2(u)\|^2_{L^2(K_n)} + \|f\|^2_{L^2(K_n)} + \left\| \frac{du}{dt} \right\|^2_{L^2(K_n)} \right). 
$$

First we estimate $\|\theta_2(u)\|^2_{L^2(K_n)}$. We note that since $u \in H^2(K_n)$ it follows in particular that $\theta_2(u) \in H^\beta(K_n)$ with $\beta < 1/2$. This can be seen by using the definition of Sobolev space by the Fourier transform $\mathcal{F}$:

$$
H^s(\mathbb{R}) = \{ v \in S' \mid (1 + |\xi|^2)^{s/2} \mathcal{F}[v] \in L^2(\mathbb{R}) \},
$$

where $S'$ is the space of tempered distributions.

We rectify the boundary $K_n$. Our function $u$ belongs to $H^2(K_n)$, then it is piecewise $H^2$ on each segment $M$ of $K_n$. Roughly speaking, the singularity in the corner can be described by a function like $|x|$ (in order to consider the Fourier transform of $|x|$, we have to mollify the function outside of a neighborhood of the singularity). The Fourier transform of $v(x) := |x|$ behaves like $\xi^{-2}$, hence it belongs to $H^\alpha(\mathbb{R})$ if and only if $\alpha < 3/2$. Since the functional $\theta_2(u)$ behaves like the fractional Laplacian $(-\Delta)^{\frac{1}{2}}$, then $\theta_2(v)$ belongs to $H^{\alpha-1}(\mathbb{R})$ with $\alpha < 3/2$. This implies that $\theta_2(u) \in H^\beta(K_n)$ with $\beta < 1/2$ and

$$
\|\theta_2(u)\|^2_{H^\beta(K_n)} \leq C \|u\|^2_{H^2(K_n)},
$$

where $C$ depends on $\beta$.

We fix $\beta < 1/2$. From the compact embedding of $H^\beta(K_n)$ in $L^2(K_n)$ we deduce that for every $\varepsilon > 0$ there exists a constant $C(\varepsilon)$ such that

$$
\|\theta_2(u)\|^2_{L^2(K_n)} \leq \varepsilon \|\theta_2(u)\|^2_{H^\beta(K_n)} + C(\varepsilon) \|\theta_2(u)\|^2_{H^{\frac{1}{2}}(K_n)},
$$
see Lemma 6.1, Chapter 2 in [34]. Similarly, we have
\[ \| \theta_2(u) \|_{H^{-\frac{1}{2}}(K_n)}^2 \leq C \| u \|_{H^2(K_n)}^2 \leq \varepsilon \| u \|_{H^2(K_n)}^2 + C(\varepsilon) \| u \|_{L^2(K_n)}^2. \]

Therefore we obtain the following estimate using (6.2):
\[ \| u \|_{H^2(K_n)}^2 \leq C \left( \left\| \frac{\partial u}{\partial t} \right\|_{L^2(K_n)}^2 + \| f \|_{L^2(K_n)}^2 + \frac{du}{dt} \right\|_{L^2(K_n)}^2 + \varepsilon \| u \|_{H^2(K_n)} + C(\varepsilon) \| u \|_{L^2(K_n)}^2 \right). \]

By choosing \( \varepsilon \) sufficiently small we obtain
\[ \| u \|_{H^2(K_n)}^2 \leq C \left( \left\| \frac{\partial u}{\partial \nu} \right\|_{L^2(K_n)}^2 + \| u \|_{L^2(K_n)}^2 + \| f \|_{L^2(K_n)}^2 + \| \frac{du}{dt} \|_{L^2(K_n)}^2 \right), \tag{3.5} \]
with \( C \) independent of \( \varepsilon \).

We now estimate \( \| \frac{\partial u}{\partial \nu} \|_{L^2(K_n)}^2 \). We consider a smooth function \( U \) on \( \overline{\Omega} \) which is linear near the corners of \( K_n \) and such that \( (u - U)(P) = \nabla_s (u - U)(P) = 0 \) in every vertex \( P \) of \( K_n \).

If we consider the function \( v = u - U \), from Hardy inequality applied on each segment of \( K_n \) (see [20]) we obtain that \( v \in H^2_{\gamma=0}(K_n) \) and \( v \in H^3_\sigma(K_n) \), with
\[ \| v \|_{H^2_{\gamma=0}(K_n)}^2 \leq C \| u \|_{H^2(K_n)}. \tag{3.6} \]

Now we consider \( v \) as the solution of the Dirichlet problem
\[ \begin{cases} -\Delta v = f - \frac{du}{dt} + \Delta U \in L^2(\Omega), \\ v|_{K_n} \in H^3_\sigma(K_n). \end{cases} \tag{3.7} \]

We note that, due to our hypothesis on \( \sigma \), in particular \( f - \frac{du}{dt} \in L^2(\Omega) \). Hence, from Theorem 3.1, Chapter 2 in [33] (with \( l = 0 \)) it follows that \( v \in H^2_\sigma(\Omega) \) if \( |\sigma - 1| < 3/4 \) and, from the hypothesis on the function \( U \) and (3.6), the following estimate holds:
\[ \| u \|_{H^2(\Omega)}^2 + \| r^\sigma D^2 u \|_{L^2(\Omega)}^2 \leq C(\sigma) \left( \left\| r^\sigma \left( f - \frac{du}{dt} \right) \right\|_{L^2(\Omega)}^2 + \| u \|_{H^2(K_n)}^2 \right) \]
\[ \leq C(\sigma) \left( \left\| \frac{du}{dt} \right\|_{L^2(\Omega)}^2 + \| f \|_{L^2(\Omega)}^2 + \| u \|_{H^2(K_n)}^2 \right). \tag{3.8} \]

Now we introduce the following trace operator:
\[ u \mapsto \frac{\partial u}{\partial \nu}|_{K_n} = \eta_\delta \frac{\partial u}{\partial \nu}|_{K_n} + (1 - \eta_\delta) \frac{\partial u}{\partial \nu}|_{K_n} =: \mathcal{K}_1(\delta) u + \mathcal{K}_2(\delta) u, \]
where \( \eta_\delta \) is a suitable cutoff function near the vertices. We remark that the operator \( \mathcal{K}_1(\delta) : H^2_\sigma(\Omega) \to L^2(\partial \Omega) \) is compact and the following estimate holds for \( \mathcal{K}_2(\delta) \):
\[ \| \mathcal{K}_2(\delta) u \|_{L^2(\partial \Omega)}^2 \leq C(\sigma) \delta^{2-\sigma} \left( \left\| \frac{du}{dt} \right\|_{L^2(\Omega)}^2 + \| f \|_{L^2(\Omega)}^2 + \| u \|_{H^2(K_n)}^2 \right). \]
This in turn implies that $\sigma < 1/2$. Hence, by choosing $\delta$ sufficiently small, it follows that
\[
\left\| \frac{\partial u}{\partial v} \right\|^2_{L^2(K_n)} \leq \varepsilon \left( \left\| \frac{du}{dt} \right\|^2_{L^2(\Omega)} + \|f\|^2_{L^2(\Omega)} + \|u\|^2_{H^2(K_n)} \right) + C(\varepsilon, \sigma)\|u\|^2_{L^2(K_n)}.
\]
Substituting the above inequality into (3.5) we obtain
\[
\left\| u \right\|^2_{H^2(K_n)} \leq C \varepsilon \left( \left\| \frac{du}{dt} \right\|^2_{L^2(\Omega)} + \|f\|^2_{L^2(\Omega)} + \|u\|^2_{L^2(K_n)} \right) + C(\varepsilon, \sigma)\|u\|^2_{L^2(K_n)} + \left\| \frac{du}{dt} \right\|^2_{L^2(K_n)}.
\]
By choosing $\varepsilon$ sufficiently small we obtain
\[
\left\| u \right\|^2_{H^2(K_n)} \leq C(\sigma) \left( \|f\|^2_{L^2(\Omega,m)} + \|u\|^2_{L^2(K_n)} + \left\| \frac{du}{dt} \right\|^2_{L^2(\Omega,m)} \right) \tag{3.9}
\]
and, taking into account (3.8), we get the thesis.

\section{Existence and uniqueness results}

We now consider the following abstract Cauchy problem, for $T > 0$ fixed:
\[
(P) \begin{cases}
    u'(t) = Au(t) + f(t) & \text{for } t \in [0, T], \\
    u(0) = u_0.
\end{cases}
\tag{4.1}
\]
From semigroup theory we get the following existence and uniqueness result.

\textbf{Theorem 4.1.} Let $\alpha \in (0, 1)$, $f \in C^{0,\alpha}([0, T]; L^2(\Omega, m))$ and $u_0 \in D(A)$. We define
\[
u(t) = T_t u_0 + \int_0^t T_{t-\tau} f(\tau) \, d\tau. \tag{4.2}
\]
Then $u$ defined in (4.2) is the unique strict solution of problem $(P)$, i.e. a function $u$ such that $u'(t) = Au(t) + f(t)$ for all $t \in [0, T]$, $u(0) = u_0$ and
\[
u \in C^1([0, T]; L^2(\Omega, m)) \cap C^0([0, T]; D(A)).
\]
Moreover the following estimate holds:
\[
\|u\|_{C^1([0, T]; L^2(\Omega, m))} + \|u\|_{C^0([0, T]; D(A))} \leq C \left( \|u_0\|_{D(A)} + \|f\|_{C^{0,\alpha}([0, T]; L^2(\Omega, m))} \right),
\]
where $C$ is a constant independent of $n$.

For the proof see Theorem 4.3.1 in [31].
Remark 4.2. If we suppose \( u_0 \in \overline{D(A)} \) in Theorem 4.1, then the solution \( u \) of equation (4.1) is classical. In addition to that, we have that \( u \in C^{1,\alpha}([\varepsilon, T]; L^2(\Omega, m)) \cap C^{0,\alpha}([\varepsilon, T]; D(A)) \) for every \( \varepsilon \in (0, T) \).

We now give the strong formulation of the abstract Cauchy problem \((P)\).

**Theorem 4.3.** Let \( u \) be the unique strict solution of (4.1). Then, for every \( t \in [0, T] \), it holds that

\[
\begin{aligned}
\frac{du}{dt}(t, x) &= \Delta u(t, x) + f(t, x) \quad \text{for a.e. } x = (x_1, x_2) \in \Omega, \\
\frac{du}{dt} &= -\frac{\partial u}{\partial \nu} + \Delta K_n u - bu - \partial_2(u) + f \quad \text{in } H^{-\frac{1}{2}}(K_n), \\
u(0, x) &= u_0(x) \quad \text{in } \overline{\Omega}.
\end{aligned}
\] (4.3)

**Proof.** For every fixed \( t \in [0, T] \), we multiply the first equation in (4.1) by a test function \( \varphi \in C^\infty_0(\Omega) \) and then we integrate on \( \Omega \). Then, by using (2.4), we obtain

\[
\int_\Omega \frac{du}{dt} \varphi \, dx = \int_\Omega A u \varphi \, dx + \int_\Omega f \varphi \, dx = -E(u, \varphi) + \int_\Omega f \varphi \, dx.
\]

Since \( \varphi \) has compact support in \( \Omega \), after integrating by parts, we get

\[
\frac{du}{dt} = \Delta u + f \quad \text{in } (C^\infty_0(\Omega))', \tag{4.4}
\]

then, by density, equation (4.4) holds in \( L^2(\Omega) \), so it holds for a.e. \( x \in \Omega \). We remark that from this it follows that, for each fixed \( t \in [0, T] \), \( u \in V(\Omega) := \{ u \in H^1(\Omega) \mid \Delta u \in L^2(\Omega) \} \), where \( \Delta u \) has to be intended in the distributional sense. Hence, we can apply Green formula for Lipschitz domains (see [3]) which yields in particular that \( \frac{\partial u}{\partial \nu} \in H^{-\frac{1}{2}}(K_n) \):

\[
\int_\Omega \nabla u \nabla v \, dx = \left< \frac{\partial u}{\partial \nu}, v \right> - \int_\Omega \Delta u v \, dx.
\]

We now come to the dynamical boundary condition. Let \( v \in V(\Omega, K_n) \). We take the scalar product in \( L^2(\Omega, m) \) between the first equation in (4.1) and \( v \), so we obtain

\[
\left< \frac{du}{dt}, v \right>_{L^2(\Omega, m)} = (Au, v)_{L^2(\Omega, m)} + (f, v)_{L^2(\Omega, m)}. \tag{4.5}
\]

Then, by using again (2.4), we have that

\[
\int_\Omega \frac{du}{dt} v \, dx + \int_{K_n} \frac{du}{dt} v \, ds = -\int_\Omega \nabla u \nabla v \, dx - \int_{K_n} \nabla_s u \nabla_s v \, ds - \int_{K_n} bu v \, ds - \left< \partial_2(u), v \right> + \int_\Omega f v \, dx + \int_{K_n} f v \, ds.
\]
Now, using Green formula for Lipschitz domains and the fact that equation (4.4) holds a.e. in $\Omega$, we obtain $\forall v \in V(\Omega, K_n)$ and for each $t \in [0, T]$
\[
\int_{K_n} \frac{du}{dt} v \, ds = -\left\langle \frac{\partial u}{\partial \nu}, v \right\rangle - \int_{K_n} \nabla s u \nabla_s v \, ds - \int_{K_n} b u v \, ds - \langle \theta_2(u), v \rangle + \int_{K_n} f v \, ds. \tag{4.6}
\]
Since $H^1(K_n)$ is dense in $H^2(K_n)$ (see [3]), we deduce that the boundary condition
\[
\frac{du}{dt} - \Delta_{K_n} u = -\frac{\partial u}{\partial \nu} - bu - \theta_2(u) + f \tag{4.7}
\]
holds in $H^{-\frac{1}{2}}(K_n)$. \hfill \Box

We now prove a better regularity in space of the solution of problem (4.3).

**Theorem 4.4.** Let $\sigma$, $f$, $b$, and $\theta_2(u)$ be as in Theorem 3.1. Then for every $t \in [0, T]$ the solution of problem (4.3) belongs to $V^2(\Omega, K_n)$, and the following inequality holds:
\[
\|u\|^2_{H^1(\Omega)} + \|D^2 u\|^2_{L^2(\Omega)} \leq C \left( \|f\|^2_{L^2(\Omega, m)} + \left\| \frac{du}{dt} \right\|^2_{L^2(\Omega, m)} \right), \tag{4.8}
\]
where $C$ depends on $\sigma$.

**Proof.** We rewrite problem (4.3) as
\[
\begin{cases}
-\Delta u = f - \frac{du}{dt} & \text{in } \Omega, \\
-\Delta_{K_n} u = -\frac{\partial u}{\partial \nu} - bu - \theta_2(u) + f - \frac{du}{dt} & \text{on } K_n.
\end{cases} \tag{4.9}
\]
We note that, for every $t \in [0, T]$, $f - \frac{du}{dt} \in L^2(\Omega, m)$. Hence, from elliptic regularity results of Theorem 3.3 in [10], we deduce that for every $t \in [0, T]$ $u \in V^2(\Omega, K_n)$ and (4.8) holds. \hfill \Box

## 5 Regularity results in fractional Sobolev spaces

We now prove some regularity results for the strict solution $u$ of (4.3).

**Theorem 5.1.** Let $u$ be the solution of problem (4.3). Then, for every fixed $t \in [0, T]$, $u \in H^s(\Omega)$ for $s < \frac{7}{4}$.

**Proof.** Let us consider for every fixed $t \in [0, T]$ the weak solutions $w$ and $\tilde{w}$ in $H^1(\Omega)$ of the following auxiliary problems:
\[
\begin{cases}
\Delta \check{w} = 0 & \text{in } \Omega, \\
\check{w} = u & \text{on } K_n.
\end{cases} \tag{5.1}
\]
\[
\begin{aligned}
-\Delta w &= -\frac{du}{dt} + f \quad \text{in } \Omega \\
w &= 0 \quad \text{on } K_n.
\end{aligned}
\] (5.2)

We point out that the regularity of the solution \( u \) of problem (4.3) follows from the regularity of \( \hat{w} \) and \( w \) since
\[
u = \hat{w} + w.
\] (5.3)

From Theorems 2 and 3 in [22], it follows that
\[
\frac{\partial \hat{w}}{\partial \nu} \in L^2(K_n),
\] (5.4)

As to the solution \( w \) of problem (5.2), we remark that the right-hand side of the first equation belongs to \( L^2(\Omega) \). From Kondrat’ev regularity results for the solutions of elliptic problems in corners (see [24]), since \( f - \frac{du}{dt} \in L^2(\mu(\Omega)) \) for \( \mu > 1/4 \) (taking into account that the angles in \( \Omega \) have opening equal to \( \frac{\pi}{3} \) or \( \frac{4\pi}{3} \)), we get
\[
\|\delta^\mu D w\|_{L^2(\Omega)}^2 \leq C(\mu, n) \left\| f - \frac{du}{dt} \right\|_{L^2(\Omega)} \quad \text{for } |\alpha| = 2 \text{ and } \mu > \frac{1}{4},
\] (5.5)

where \( \delta \) denotes the distance from the boundary. Now, by using Proposition 4.15 in [21], we have
\[
\|w\|_{H^{s-\nu}(\Omega)} \leq c \left\{ \|\delta^\mu \sum_{|\alpha|=2} D w\|_{L^2(\Omega)}^2 + \|w\|_{H^1(\Omega)} \right\}^{\frac{1}{2}}
\]
and from (5.5) it follows that \( w \in H^s(\Omega) \) for \( s < 7/4 \).

We now prove that \( \hat{w} \) has the same regularity of \( w \). Since \( u \in H^2(K_n) \), in particular \( u \) belongs to \( H^{\frac{3}{2}}(K_n) \). Then from the trace theorem (Proposition 1.2) there exists a function \( \tilde{u} \) which belongs to \( H^2(\Omega) \) and such that \( \gamma_0 \tilde{u} = u \). If we consider then the function \( \tilde{w} = \hat{w} - \tilde{u} \), this function belongs to \( H^1(\Omega) \) and it is the weak solution of the auxiliary problem
\[
\begin{aligned}
\Delta \tilde{w} &= -\Delta \tilde{u} \quad \text{in } \Omega \\
\tilde{w} &= 0 \quad \text{on } K_n.
\end{aligned}
\] (5.6)

Analogously, since \( \Delta \tilde{u} \) belongs to \( L^2(\Omega) \), we obtain that \( \tilde{w} \) belongs to \( H^2(\mu(\Omega)) \) for \( \mu > \frac{1}{4} \).

This in particular implies that \( \hat{w} \) belongs to \( H^2(\mu(\Omega)) \) for \( \mu > \frac{1}{4} \), hence from Proposition 4.15 in [21] it follows that \( u \in H^s(\Omega) \) for \( s < \frac{7}{4} \).

Remark 5.2. By proceeding as in Theorem 4.2 in [27], with the obvious changes, we can prove that \( u \in H^2(\mu(\Omega)) \) for \( \mu > 1/4 \), with weight given by the distance from the reentrant vertices (i.e. the vertices of the prefractal curve \( K_n \)).
Remark 5.3. From Theorem 5.1, we have that the solution of problem \((P)\) is the solution of the following problem: for every \(t \in [0, T]\),

\[
\begin{aligned}
\frac{du}{dt} &= \Delta u + f \quad \text{in } L^2(\Omega), \\
\frac{du}{dt} &= -\frac{du}{d\nu} + \Delta_{K_n} u - bu - \theta_2(u) + f \quad \text{in } L^2(K_n), \\
u(0, x) &= u_0(x) \quad \text{a.e. } x \in \overline{\Omega}.
\end{aligned}
\]

where \(\Delta_{K_n}\) is the piecewise tangential Laplacian.

Since

\[u \in H^{\frac{7}{4} - \varepsilon}(\Omega) \quad \forall \varepsilon > 0,\]

from Sobolev embedding theorems (see Theorem 1.4.5.2 in [19]), we have that

\[u \in C^{0,\delta}(\overline{\Omega}) \text{ with } \delta = \frac{3}{4} - \varepsilon.\]

We remark that, just knowing that \(u \in H^1(K_n)\), from Sobolev embedding theorems we deduce that \(u \in C^{0,\frac{1}{4}}(K_n)\). From Theorem 5.1 we obtain a better regularity for the solution \(u\) of problem (5.7).

Moreover, since \(u \in H^1(K_n)\) and \(\nabla u \in H^{\frac{7}{4} - \varepsilon}(\Omega)\), from the trace theorem we have \(\nabla u|_{K_n} \in H^{s_1}(K_n)\) for \(0 < s_1 < \frac{1}{4}\).

Remark 5.4. For the reader’s convenience, we now summarize the main regularity properties of the solution of problem (5.7) which will turn crucial in order to prove the a priori error estimates in Section 6: for every \(t \in [0, T]\)

\[
\begin{aligned}
\frac{du}{dt} &= \Delta u + f \quad \text{in } L^2(\Omega), \\
\frac{du}{dt} &= -\frac{du}{d\nu} + \Delta_{K_n} u - bu - \theta_2(u) + f \quad \text{in } L^2(K_n), \\
u(0, x) &= u_0(x) \quad \text{a.e. } x \in \overline{\Omega}.
\end{aligned}
\]

\(u\) belongs to \(H^{\mu}_{\Omega}(\Omega)\) for \(\mu > 1/4\), it is Hölder continuous on \(\overline{\Omega}\) with \(\delta = \frac{3}{4} - \varepsilon\) and its trace belongs to \(H^2(K_n)\).

6 A priori error estimates

We start this section by proving some a priori estimates for the solution \(u\) of problem (5.7).
Proposition 6.1. Let \( u \) be the solution of problem (5.7). Then, for every fixed \( t \in [0, T] \) it holds:
\[
\|u(t)\|^2_{L^2(\Omega_m)} + \int_0^t \|u(\tau)\|^2_{V(\Omega_{Kn})} d\tau \leq C \left( \|u_0\|^2_{L^2(\Omega_m)} + \int_0^t \|f(\tau)\|^2_{L^2(\Omega_m)} d\tau \right),
\]  
(6.1)
where \( C \) is a constant depending on \( t \) and on the coercivity constant of \( E \).

Proof. We write the weak formulation of problem (5.7): for each \( v \in V(\Omega_{Kn}) \),
\[
\left( \frac{du}{dt}(t), v \right)_{L^2(\Omega_m)} + E(u(t), v) = (f(t), v)_{L^2(\Omega_m)} \quad \forall v \in V(\Omega_{Kn}).
\]
If we choose \( v = u(t) \), thanks to the coercivity of \( E \) and Young and Gronwall inequalities, the thesis follows. \( \square \)

Theorem 6.2. Let \( u \) be the solution of problem (5.7). Then it holds that
\[
\int_0^T \left\| \frac{du}{dt}(\tau) \right\|^2_{L^2(\Omega_m)} d\tau + \sup_{t \in [0, T]} \|u(t)\|^2_{V(\Omega_{Kn})} \leq \frac{1}{\min\{1, \tilde{C}\}} \left( \tilde{C} \|u_0\|^2_{V(\Omega_{Kn})} + \int_0^T \|f(\tau)\|^2_{L^2(\Omega_m)} d\tau \right),
\]  
(6.2)
where \( \tilde{C} \) is the coercivity constant of \( E \), while the constant \( \tilde{C} \) depends on \( n \).

Proof. In order to prove this estimate, we use the Faedo-Galerkin method. Let \( \{\phi_j\}_{j=1}^\infty \) be a complete orthonormal basis of \( V(\Omega_{Kn}) \), and \( V^N = \text{span}\{\phi_1, \ldots, \phi_N\} \). We define \( u_N : [0, T] \to V^N \) in the following way:
\[
u_{N}(t) := \sum_{j=1}^N d^j_N(t) \phi_j,
\]  
(6.3)
where we select the coefficients \( d^j_N(t) \), for \( t \in [0, T] \) and \( j = 1, \ldots, N \) such that
\[
d^j_N(0) = (u_0, \phi_j)_{L^2(\Omega,m)}
\]  
(6.4) and
\[
\left( \frac{du_N}{dt}(t), \phi_j \right)_{L^2(\Omega_m)} + E(u_N(t), \phi_j) = (f(t), \phi_j)_{L^2(\Omega,m)} \quad \forall j = 1, \ldots, N.
\]  
(6.5)
The existence and uniqueness of a function \( u_N \) of the form (6.3) follows from standard ODE theory.

Now we multiply equation (6.5) by \( (d^j_N)'(t) \). Then, by taking the sum on \( j = 1, \ldots, N \), we obtain
\[
\left( \frac{du_N}{dt}(t), \frac{du_N}{dt}(t) \right)_{L^2(\Omega_m)} + E \left( u_N(t), \frac{du_N}{dt}(t) \right) = \left( f(t), \frac{du_N}{dt}(t) \right)_{L^2(\Omega,m)}.
\]  
(6.6)
We now observe that, by using Cauchy-Schwartz and Young inequalities, we obtain
\[
\left( f(t), \frac{du_N}{dt}(t) \right)_{L^2(\Omega,m)} \leq \|f(t)\|_{L^2(\Omega,m)} \left\| \frac{du_N}{dt}(t) \right\|_{L^2(\Omega,m)} \leq \frac{1}{2} \|f(t)\|_{L^2(\Omega,m)}^2 + \frac{1}{2} \left\| \frac{du_N}{dt}(t) \right\|_{L^2(\Omega,m)}^2.
\]

Next, we point out that
\[
E \left( u_N, \frac{du_N}{dt} \right) = \int_{\Omega} \nabla u_N \nabla \left( \frac{du_N}{dt} \right) dx + \int_{K_n} \nabla_s u_N \nabla_s \left( \frac{du_N}{dt} \right) ds + \int_{K_n} b u_N \frac{du_N}{dt} ds + \int_{K_n \times K_n} \frac{(u_N(x) - u_N(y))\left( \frac{du_N}{dt}(x) - \frac{du_N}{dt}(y) \right)}{|x - y|^2} ds(x) ds(y) = \frac{1}{2} \frac{d}{dt} E[u_N].
\]

Then, following these two remarks, (6.6) can be written in this way:
\[
\frac{1}{2} \left\{ \frac{du_N}{dt}(t) \right\}_{L^2(\Omega,m)}^2 + \frac{1}{2} \frac{d}{dt} E[u_N] \leq \frac{1}{2} \|f(t)\|_{L^2(\Omega,m)}^2.
\]

Now, integrating (6.7) on \((0, T)\), using the coercivity of \(E\) and taking the supremum on \([0, T]\) we obtain
\[
\int_0^T \left\{ \frac{du_N}{dt}(t) \right\}_{L^2(\Omega,m)}^2 d\tau + \sup_{t \in [0, T]} \|u_N(t)\|_{V(\Omega,K_n)}^2 \leq \frac{1}{\min\{1, C\}} \left( E[u_N(0)] + \int_0^T \|f(t)\|_{L^2(\Omega,m)}^2 d\tau \right),
\]
where \(C\) is the coercivity constant of \(E\). We now point out that, since \(\langle \theta_2(u), u \rangle \leq \tilde{C}_1(n)\|u\|_{H^1(K_n)}^2\), it follows that
\[
E[u_N(0)] \leq \tilde{C}_2(n)\|u_0\|_{V(\Omega,K_n)}^2.
\]

Hence we get
\[
\int_0^T \left\{ \frac{du_N}{dt}(t) \right\}_{L^2(\Omega,m)}^2 d\tau + \sup_{t \in [0, T]} \|u_N(t)\|_{V(\Omega,K_n)}^2 \leq \frac{1}{\min\{1, C\}} \left( \tilde{C}_2(n)\|u_0\|_{V(\Omega,K_n)}^2 + \int_0^T \|f(t)\|_{L^2(\Omega,m)}^2 d\tau \right),
\]
\(i.e.\) the thesis for \(u_N\).

Now we want to prove the estimate for \(u\). At first we observe that from (6.8) it follows that \(\frac{du_N}{dt} \in L^2([0, T]; L^2(\Omega, m))\) and \(u_N \in L^\infty([0, T]; V(\Omega, K_n))\). Then, there exists a subsequence \(\{\frac{du_N}{dt}\}_{l=1}^\infty\) of \(\frac{du_N}{dt}\) such that \(\frac{du_N}{dt} \rightharpoonup \frac{du}{dt}\) in \(L^2([0, T]; L^2(\Omega, m))\) when \(l \to +\infty\). Then we conclude as in Theorem 5, Section 7.1.3 in [12].

**Corollary 6.3.** Let \(u\) be the solution of problem (5.7). Then it holds that
\[
\int_0^T \left( \left\| \frac{du}{dt}(t) \right\|_{L^2(\Omega,m)}^2 + \|u(t)\|_{H^1_0(\Omega)}^2 \right) d\tau + \sup_{t \in [0, T]} \|u(t)\|_{V(\Omega,K_n)}^2 \leq C \left( \|u_0\|_{V(\Omega,K_n)}^2 + \int_0^T \|f(t)\|_{L^2(\Omega,m)}^2 d\tau \right),
\]
where $C$ is a constant depending on $\mu$, $n$, $T$ and the coercivity constant of $E$.

Proof. Estimate (6.10) follows from (5.5), (6.1) and (6.2).

We now focus our attention on the numerical approximation of problem $(P)$. It will be carried out in two steps. In the former one we discretize by a Galerkin method the space variable only. We obtain an a priori error estimate for the semi-discrete solution. In the latter one we consider the fully discretized problem by a finite difference approach on the time variable. In order to obtain optimal a priori error estimates, we will use a suitable mesh (see [8] and [26]) which is compliant with the so-called Grisvard conditions. More precisely, since the solution $u$ is not in $H^2(\Omega)$, one has to use a suitable mesh refinement process which can guarantee an optimal rate of convergence (see Figure 2). Here we do not give details on the mesh algorithm neither on its properties, we refer to [8] and [26] for the details.

Our mesh refinement process generates a conformal and regular family of triangulations $\{T_{n,h}\}$, where $h = \max\{diam(S), S \in T_{n,h}\}$ is the size of the triangulation which is also compliant with the Grisvard conditions. We denote by $X_n := \{v \in C^0(\Omega) : v|_S \in P_1 \forall S \in T_{n,h}\}$, where $P_1$ denotes the space of polynomial functions of degree one. Let
\[I_h: H^\mu_p(\Omega) \rightarrow X_h,\] with \(\mu > 1/4,\) be the \(X_h\)-interpolant operator, defined as:

\[I_h(u)|_S \in \mathbb{P}_1 \text{ for every } S \in T_{n,h} \text{ and } I_h(u) = u \text{ at any vertex of any } S \in T_{n,h}.\]

We note that \(I_h\) is well defined since \(u\) is in particular continuous on \(\overline{\Omega}\) (see Remark 5.4). Moreover we suppose that the family of triangulations \(\{T_{n,h}\}\) satisfies the hypothesis of Theorem 4.2 in [26]. We define the finite dimensional space of piecewise linear functions

\[X_{n,h} := \{v \in C^0(\overline{\Omega}) : v|_S \in \mathbb{P}_1 \forall S \in T_{n,h}\}.\]

We set \(V_{n,h} := X_{n,h} \cap H^1(\Omega).\) We have that \(V_{n,h} \subset V(\Omega, K_n),\) it is a finite dimensional space of dimension \(N_n,\) where \(N_n\) is the number of inner nodes of \(T_{n,h}.\) The semi-discrete approximation problem is the following:

for \(f \in C^{0,\alpha}([0,T]; L^2(\Omega, m)),\) \(u^0_h \in V_{n,h}\) such that \(u^0_h \rightarrow u_0\) in \(L^2(\Omega, m)\) and for each \(t \in [0,T],\) find \(u_{n,h}(t) \in V_{n,h}\) such that

\[
(P_{n,h}) \begin{cases} 
\left(\frac{du_{n,h}}{dt}(t), v_h\right)_{L^2(\Omega,m)} + E(u_{n,h}(t), v_h) = (f, v_h)_{L^2(\Omega,m)} & \forall v_h \in V_{n,h} \\
u_{n,h}(0) = u^0_h.
\end{cases}
\]

(6.11)

The existence and uniqueness of the semi-discrete solution \(u_{n,h}(t) \in V_{n,h}\) of problem \((P_{n,h})\) follows since problem \((P_{n,h})\) is a Cauchy problem for a system of first order linear ordinary differential equations with constant coefficients (see e.g. [37]). By proceeding as in the proof of Proposition 6.1, we can prove an estimate similar to (6.1), hence we have the stability of the method.

We now recall some key estimates of the interpolation error (see Proposition 4, Lemma 1 and Theorem 5.1 in [26] and the references listed in).

**Theorem 6.4.** Let \(u(t)\) be the solution of problem (5.7) and let \(I_h(u)\) be the interpolant polynomial of \(u.\) Then, for every \(t \in [0,T]\) it holds that

\[
\|\nabla (u(t) - I_h(u(t)))\|_{L^2(\Omega)} + \|u(t) - I_h(u(t))\|_{H^1(K_n)}^2 \leq c h^2 \left( \|u\|_{H^2_p(\Omega)}^2 + \|u\|_{H^2(K_n)}^2 \right),
\]

(6.12)

where \(c\) is a positive constant.

**Proposition 6.5.** Let \(u(t)\) and \(I_h(u(t))\) be as above. Then there exists a constant \(C > 0\) independent of the triangle \(S\) such that

\[
\|u(t) - I_h(u(t))\|_{L^2(S)}^2 \leq C h_S^4 \frac{1}{\rho_S^{2\mu}} \sum_{|\alpha| = 2} \int_S r(x)^{2\mu} |D^\alpha u(t)|^2 \, dx,
\]

(6.13)

where \(h_S\) is the diameter of the triangle \(S \in T_{n,h}\) and \(\rho_S\) is the radius of the biggest circle inscribed in \(S.\)
Proposition 6.6. Let \( u(t) \) and \( I_h(u(t)) \) be as above. Then for every \( t \in [0,T] \) there exists a constant \( C > 0 \) such that

\[
\|u(t) - I_h(u(t))\|_{L^2(\Omega)}^2 \leq C h^4 \|u(t)\|_{H^2}^2. \tag{6.14}
\]

We now give an optimal error estimate with respect to the norm of \( L^1 \) we assume

\[
L^1 \text{ scheme, the so-called } \theta \text{-method.}
\]

We now consider the fully discretized problem, obtained by applying a finite difference method, on the time variable. It is well known that the \( \theta \)-method is unconditionally stable with respect both to the \( L^2(\Omega) \) norm and to the \( L^2(\Omega, m) \) norm provided \( \frac{1}{2} \leq \theta \leq 1 \). On the contrary, in the case of \( 0 \leq \theta < \frac{1}{2} \), one has to assume that \( \{T_{n,h}\} \) is a quasi-uniform family of triangulations and that a restriction on the time step holds. Since the peculiarity of our mesh \( \{T_{n,h}\} \) is not to be quasi-uniform, from now on we assume \( \frac{1}{2} \leq \theta \leq 1 \). An error estimate between the semi-discrete solution \( u_{n,h}(t) \) and the fully discrete one \( u^l_{n,h} \) can be obtained as in Theorem 6.1 in [26]. From this estimate and Theorem 6.7 we deduce the following convergence result.

Theorem 6.8. We set \( t_l = l \Delta t \) for \( l = 0, 1, \ldots, \mathcal{M} \), \( \Delta t > 0 \) being the time step and \( \mathcal{M} \) being the integer part of \( T/\Delta t \). Assume that \( f \in C^{0,\alpha}([0,T]; L^2(\Omega, m)) \) and \( \frac{\partial f}{\partial t} \in L^2([0,T] \times \Omega, dt \times dm) \). Let \( n \) be fixed and \( u(t) \) be the solution of problem (5.7), and let \( u^l_{n,h} \) be the fully discretized solution with the same initial datum \( u_h^0 \) as given by the \( \theta \)-method with \( \frac{1}{2} \leq \theta \leq 1 \). Then for every \( l = 0, 1, \ldots, \mathcal{M} \)

\[
\|u(t_l) - u^l_{n,h}\|_{L^2(\Omega,m)}^2 \leq \|u_0 - u^0_h\|_{L^2(\Omega,m)}^2 + C h^2 \left( \int_0^T \|f(\tau)\|^2_{L^2(\Omega,m)} d\tau \right) + C_\theta \Delta t \left( \left\| \frac{du^l_{n,h}}{dt}(0) \right\|_{L^2(\Omega,m)}^2 + \int_0^T \left\| \frac{\partial f}{\partial t}(\tau) \right\|_{L^2(\Omega,m)}^2 d\tau \right),
\]

where \( C_\theta \) is a constant independent of \( \mathcal{M} \), \( \Delta t \) and \( h \) and is a non-decreasing function of the continuity constant of \( E(\cdot,\cdot,\cdot) \) and \( T \).
Remark 6.9. We point out that the norm \( \left\| \frac{d u_{n,h}}{dt}(0) \right\|_{L^2(\Omega,m)}^2 \) appearing in the above theorem can be estimated by \( \| A u_0 + f(0) \|_{L^2(\Omega,m)}^2 \). Indeed, proceeding as in Remark 11.3.1 in \([37]\) with suitable changes, we take \( u_0^h = \Pi_{1,h}^k(u_0) \), where \( \Pi_{1,h}^k \) is the "elliptic projection operator". Hence, taking into account (2.4), we get

\[
\left\| \frac{d u_{n,h}}{dt}(0) \right\|_{L^2(\Omega,m)}^2 = \left( A u_0 + f(0), \frac{d u_{n,h}}{dt}(0) \right)_{L^2(\Omega,m)},
\]

and the thesis follows from Cauchy-Schwarz inequality.

7 Numerical results and conclusions

In this section we present some numerical results concerning the transmission problem defined at the end of Section 5. We consider the domain illustrated in Figure 3. A highly conductive prefractal interface \( K_n = K_{n,a} \cup K_{n,b} \), delimiting a non-convex polygonal domain \( \Omega_1 \), is placed at the center of a square domain \( \Omega_2 \) to study the heat transmission across the prefractal. In order to appreciate its role in the transmission process, we consider the nonlocal term \( \theta_2(u) \) active only on the portion \( K_{n,a} \) of the prefractal interface (in red in the figure). Defining symmetric conditions with respect to the geometry of the problem (in terms of boundary conditions and heat sources), we will be able to compare the heat flux that crosses the interface where the nonlocal term is present with the heat flux that crosses the interface where the nonlocal term is not active, and evaluate, numerically, the influence of the nonlocal term in the heat exchange process.

The dimensional equations of the problem are:

\[
\begin{aligned}
\rho \ C_p \ \frac{d u}{d t} &= k \ \Delta u + f & \text{in } L^2(\Omega), \\
\rho_s \ C_{p,s} \ \frac{d u}{d t} &= -(v_1 k_1 \ \Delta u_1 + v_2 k_2 \ \Delta u_2) + k_s \ (\Delta_{K_{n,a}} u - \theta_2(u)) + f & \text{in } L^2(K_{n,a}), \\
\rho_s \ C_{p,s} \ \frac{d u}{d t} &= -(v_1 k_1 \ \Delta u_1 + v_2 k_2 \ \Delta u_2) + k_s \ \Delta_{K_{n,b}} u + f & \text{in } L^2(K_{n,b}), \\
u(0,x) &= u_0(x) & \forall \ x \in \Omega, \\
u(t,x) &= 0 & \forall \ t, \forall \ x \in \partial \Omega
\end{aligned}
\]

where

- \( \Omega = \Omega_1 \cup \Omega_2 \);
- \( \rho \) is the material density in the bulk domain \( \Omega \) (in Kg/m\(^3\)).
ρ_s is the material density per meter in the boundary domain \( K_n \) (in Kg/m^2);

\( C_p \) and \( C_p,s \) are the heat capacity at constant pressure (in J/(Kg \cdot K));

\( k \) is the thermal conductivity in \( \Omega \) (in W/(m \cdot K)); \( k_1 = k|_{\Omega_1} \) and \( k_2 = k|_{\Omega_2} \);

\( k_s \) is the thermal conductivity per meter in \( K_n \) (in W/K);

\( \nu_1 \) and \( \nu_2 \) are the outwards normal vectors on \( K_n \) for \( \Omega_1 \) and \( \Omega_2 \) respectively;

the term \( f \) represents a thermal source (in W/m^3);

\( u \) is the unknown variable: the temperature in Kelvin degrees;

\( u_1 = u|_{\Omega_1} \) and \( u_2 = u|_{\Omega_2} \).

The term \( bu \) which appears in the equations of the problem defined in Section 5 has been omitted here (\( b = 0 \)) to emphasize the role of the nonlocal term \( \theta_2(u) \) in the transmission problem. The operator \( \theta_2(u) \) is defined by the duality pairing between \( H^{-\frac{1}{2}}(K_n) \) and \( H^{\frac{1}{2}}(K_n) \). For every \( u, v \in H^{\frac{1}{2}}(K_n) \), we define

\[
\langle \theta_2(u), v \rangle_{H^{-\frac{1}{2}}(K_n), H^{\frac{1}{2}}(K_n)} = \int_{K_n \times K_n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^2} \, ds(x) \, ds(y).
\]

Observe that the term \( \langle \theta_2(u), v \rangle \) can be rewritten in the following way:
\[ \langle \theta_2(u), v \rangle = \iint_{K_n \times K_n} \frac{(u(x) - u(y))v(x)}{|x - y|^2} \, ds(x) \, ds(y) - \iint_{K_n \times K_n} \frac{(u(x) - u(y))v(y)}{|x - y|^2} \, ds(x) \, ds(y) = \]

\[ \iint_{K_n \times K_n} \frac{(u(x) - u(y))v(x)}{|x - y|^2} \, ds(x) \, ds(y) + \iint_{K_n \times K_n} \frac{(u(y) - u(x))v(y)}{|x - y|^2} \, ds(x) \, ds(y) = 2 \iint_{K_n} (Iu)(x)v(x) \, ds(x), \]

where \((Iu)(x) := \int_{K_n} \frac{(u(x) - u(y))}{|x - y|^2} \, ds(y)\). The last expression has been exploited for the implementation of the problem in the weak form. The simulations have been performed on Comsol V.3.5a, on a desktop computer with a quad-core Intel processor (i5-2320) running at 3.00 GHz and equipped with 8 GB RAM.

Table 1 shows the numerical values used for the parameters above defined.

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( \rho_s )</th>
<th>( C_p )</th>
<th>( C_{p,s} )</th>
<th>( k_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8000</td>
<td>21000</td>
<td>450</td>
<td>150</td>
<td>10^6</td>
</tr>
</tbody>
</table>

Table 1: Numerical values used in the simulations for the physical coefficients.

Instead, the thermal conductivity \( k \) has been defined variable in \( \Omega \) as shown in Figure 4. The domain has been ideally divided into eight sectors. The thermal conductivity is constant within each sector and variable from one sector to the subsequent one, so as to have alternations of very low values (\( k = 1 \): isolating material) and high values (\( k = 1000 \): good conductive material) between adjacent sectors.

The alternation of high and low values of the thermal conductivity in adjacent sectors separated by the prefractal layer is used to force the heat flow along the prefractal on the east and west parts of the barrier, and through the barrier on the north and south parts.

The thermal source is defined as a 2D gaussian curve with a very low variance, in order to represent a flame concentrated at the center of \( \Omega_1 \):

\[ f(x) = 10^5 e^{-0.5((x_1 - \bar{x}_1)^2 + (x_2 - \bar{x}_2)^2)/0.001} \]

where \((\bar{x}_1, \bar{x}_2)\) are the coordinates of the center of \( \Omega_1 \). Figure 5 shows a 3D representation of the source term.

Taking into account our choices on the location of the source term and the boundary conditions, the heat flows from the center of \( \Omega_1 \) (where the heat source has the maximum) towards the domain \( \Omega_2 \) and reaches the boundary \( \partial \Omega \) where the temperature is kept constant at 0 (Dirichlet conditions). In the east and west sectors in \( \Omega_1 \), the heat produced by
Figure 4: Definition of the thermal conductivity in the bulk domain $\Omega$.

Figure 5: The source term $f(x)$. 
the source travels in the domain pushed by a high conductivity and reaches the prefractal barrier along the shortest possible path (ideally a straight line, which in the simulation takes the form of a slightly curved line because of numerical errors induced by the finite triangulation of the domain). As the barrier is reached, only a small part of the heat passes through it, because on the other side of the barrier there are two low conductivity areas that are holding the thermal flow. The heat mainly flows along the barrier (which is by assumption a highly conductive layer) until it reaches the north and south sectors, where, beyond the barrier there are again high conductivity areas.

Summarizing, the heat moves from the center of the domain $\Omega$ to the boundary $\partial \Omega$, and crosses the fractal layer mainly on the north and south sectors. The difference of the flow entity along these two main directions is due the role of the nonlocal term. The numerical simulations confirm that the nonlocal term is responsible for a larger flux across the barrier in the north sector.

Figure 6 shows the main streamlines of the heat flux for the stationary solution. The streamlines have been drawn with a density in the domain proportional to the magnitude of the vector field to which they are tangent. Observe that the prefractal is crossed by much more lines in the north sector than everywhere else. This means that the am-
Figure 7: A 3D representation of the heat flux streamlines. The height of the curves is proportional to the amplitude of the heat flux.

The amplitude of the heat flux that crosses the barrier in the north sector is much higher than in other sectors, and this is due to the presence of the nonlocal term. Figure 7 shows a three-dimensional representation of the same streamlines. The height of the curves is proportional to the magnitude of the heat flow. This figure confirms that the heat flux across the barrier in the east and west sectors is negligible (the corresponding curves are almost completely flat). Most of the flux across the barrier takes place in the north and south sectors. But the former is populated by much more lines, in virtue of the fact that the nonlocal term acting in the north part of the prefractal is responsible of a larger heat flux across the barrier.

We conclude by noticing that the same results may be obtained also defining the problem on different domains. The Koch curve could be replaced by a more general symmetric prefractal of any order, or even by a prefractal of mixture type [9]. As already pointed out in [26], the fractal geometry helps to achieve a larger heat flux across the barrier. Our experimental results suggest that by drawing a prefractal barrier of a proper material characterized by non-constant heat conductivity (which may be described by the nonlocal term $\theta_2(u)$) one could obtain a highly conductive layer with increased capability to drain
the heat.
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